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Abstract. We prove a Chain Lemma for inner product spaces over commu-
tative local rings R with residue field other than F2 and use this to show that

the usual presentation of the Grothendieck-Witt group of symmetric bilinear

forms over R as the zero-th Milnor-Witt K-group holds provided the residue
field of R is not F2.
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1. Introduction

In [MH73, Lemma IV.1.1], Milnor proves that the Witt group W pF q of inner
product spaces, aka non-degenerate symmetric bilinear forms, of a field F is addi-
tively generated by elements xay, with a P F˚, subject the following three relations.

(1) For all a, b P F˚ we have xa2by “ xby.
(2) For all a P F˚ we have xay ` x´ay “ 0.
(3) For all a, b, a` b P F˚ we have xay ` xby “ xa` by ` xpa` bqaby.

From this, one readily obtains a presentation of the Grothendieck-Witt group
GW pF q of F with the same generators and relations (1), (2’), (3) where:

(2’) For all a P F˚ we have xay ` x´ay “ x1y ` x´1y.

The goal of this paper is to generalise these presentations to commutative local
rings pR,m,F q. In fact, we will show in Theorem 1.3 and Corollary 1.5 below that
the same presentation holds for GW pRq and for W pRq as long as the residue field
F of the local ring R satisfies F ‰ F2. If the residue field is F2, then there are
counter-examples; see Proposition 4.1. It seems that our results are new when the
residue field F has characteristic 2 or when R ‰ F “ F3.
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Remark 1.1. The abelian group with generators xay, a P R˚, and relations (1),
(2’), (3) (and R in place of F ) is also known as the zero-th Milnor-Witt K-group
KMW

0 pRq of R [Mor12], [GSZ16], [Sch17]. The presentation of GW pRq as the zeroth
Milnor-Witt K-group has become important in applications of A1-homotopy theory
[Mor12], [AF22] and the homology of classical groups [Sch17] where the sheaf of
Milnor-Witt K-groups plays a paramount role. To date, the lack of understanding
of the relation between Milnor-Witt K-theory and Grothendieck-Witt groups when
charpF q “ 2 is the reason that many results are only known away from characteristic
2. This paper therefore is part of the effort to establish these applications also in
characteristic 2 and in mixed characteristic.

To state our results in detail, recall that an inner product space over a commu-
tative ring R is a finitely generated projective R-module V equipped with a non-
degenerate symmetric R-bilinear form V ˆ V Ñ R : px, yq ÞÑ xx, yy; see [MH73].
When R is local, then V is free of some finite rank, say n. In that case, an orthog-
onal basis of V is a basis v1, ..., vn P V such that xvi, vjy “ 0 for i ‰ j. Note that if
the residue field of R has characteristic 2, an inner product space over R need not
have an orthogonal basis. Nevertheless, we prove in Proposition 3.1 (3) that stably
every inner product space over R has an orthogonal basis. Two orthogonal bases
B,C of V are called chain equivalent, written B « C, or B «R C to emphasise
the ring R, if there is a sequence B0, B1, ..., Br of orthogonal bases of V such that
B0 “ B and Br “ C, and Bi´1 X Bi has cardinality at least n ´ 2 for i “ 1, ..., r.
Our first result is the following.

Theorem 1.2 (Chain Lemma). Let pR,m,F q be a commutative local ring with
residue field F ‰ F2. Let V be an inner product space over R. Then any two
orthogonal bases of V are chain equivalent.

Of course, this is vacuous if V has no orthogonal basis. Theorem 1.2 was pre-
viously known when R is a field of characteristic not 2 [Wit37, Satz 7], [Lam05,
Theorem I.5.2], and the local case easily reduces to the field case; see Lemma 2.4.
The Theorem does not hold when F “ F2; see Remark 2.11 and Lemma 2.4. The
proof of Theorem 1.2 is given in Section 2.

We let GW pRq be the Grothendieck-Witt ring of non-degenerate symmetric bi-
linear forms over R, that is, the Grothendieck group associated with the abelian
monoid of isomorphism classes of inner product spaces over R with orthogonal sum
as monoid operation [Kne77], [Sah72], [MH73], [Sch10]. The ring structure is in-
duced by the tensor product of inner product spaces. For a P R˚, we denote by
xay the basis element of the group ring ZrR˚s corresponding to a P R˚, and also
the rank 1 inner product space xx, yy “ axy, x, y P V “ R. In either case we let
xxayy “ 1´ xay and h “ x1y ` x´1y. Note that we have a ring homomorphism.

(1.1) π : ZrR˚s ÝÑ GW pRq : xay ÞÑ xay.

Our main result is the following which asserts that this ring homomorphism is
surjective with kernel the ideal generated by three types of relations.

Theorem 1.3 (Presentation of GW pRq). Let pR,m,F q be a commutative local
ring with residue field F ‰ F2. Then the Grothendieck-Witt ring GW pRq of inner
product spaces over R is the quotient ring of the integral group ring ZrR˚s of the
group R˚ of units of R modulo the following relations:
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(1) For all a P R˚ we have xxa2yy “ 0.
(2) For all a P R˚ we have xxayy ¨ h “ 0.
(3) (Steinberg relation) For all a, 1´ a P R˚ we have xxayy ¨ xx1´ ayy “ 0.

In the context of Witt and Grothendieck-Witt groups, the Steinberg relation is
also called Witt relation.

Remark 1.4. If the residue field F of R satisfies F ‰ F2,F3 and we impose only
the Steinberg relation (3) in Theorem 1.3, then imposing relation (1) is equivalent
to imposing relation (2); see Lemma 3.6 (2) below. In particular, if the residue field
is not F2,F3, then GW pRq is the ring quotient of ZrR˚{R2˚s modulo the Steinberg
relation (3). When R “ F is any field, including F “ F2,F3, we can dispense
with the relation (2) as well and obtain the presentation of GW pF q as the quotient
of the group ring ZrR˚{R2˚s modulo the Steinberg relations. Indeed, if R “ F3,
relations (1) and (2) are vacuous and if R “ F2, all three relations (1), (2) and (3)
are vacuous but the map π : Z “ ZrR˚s Ñ GW pRq is already an isomorphism.

Theorem 1.3 was previously known for R a field (including F2) [MH73], and for
local rings with residue field F of characteristic not two as long as F ‰ F3 [Gil19,
Theorem 2.2]. The theorem does not hold for local rings with residue field F2, in
general; see Proposition 4.1. The proof of Theorem 1.3 is in Section 3, Corollary
3.5.

Since the Witt ring W pRq is the quotient of the Grothendieck-Witt ring GW pRq
modulo the ideal generated by h “ 1`x´1y, we obtain the following from Theorem
1.3 generalising Milnor’s presentation from fields to local rings.

Corollary 1.5. Let pR,m,F q be a commutative local ring with residue field F ‰ F2.
Then the Witt group W pF q of inner product spaces of R is additively generated by
elements xay, with a P R˚, subject the following three relations.

(1) For all a, b P R˚ we have xa2by “ xby.
(2) For all a P R˚ we have xay ` x´ay “ 0.
(3) For all a, b, a` b P R˚ we have xay ` xby “ xa` by ` xpa` bqaby.

2. The Chain Lemma

For an inner product space V over R, we write q : V Ñ R for the associated
quadratic form defined by qpxq “ xx, xy for x P V . We call an element v P V
anisotropic if qpvq P R˚. Note that for an orthogonal basis pu1, ..., unq of V , every
ui is anisotropic, i “ 1, ..., n. For units a1, ..., an P R

˚, we denote by xa1, ..., any “
xa1y ` ¨ ¨ ¨ ` xany “ xa1y ‘ ¨ ¨ ¨ ‘ xany the inner product space which has orthogonal
basis u1, ..., un with qpuiq “ ai for i “ 1, ..., n.

Our first goal is to show in Lemma 2.4 below that the Chain Lemma (Theorem
1.2) for a local ring is equivalent to the Chain Lemma for its residue field.

Lemma 2.1. Let pR,m,F q be a local ring, ε P m, and let V be an inner product
space over R. If B1 “ pu1, ..., unq is an orthogonal basis of V , then so is B2 “

pu1 ` εu2, u2 ´ εqpu2qqpu1q
´1u1, u3, ..., unq. Moreover, we have B1 “ B2 mod m

and B1 «R B2.

Proof. Since ε P m, we have B1 “ B2 mod m, and B2 is a basis since B1 is.
Orthogonality is checked directly. Since B1 and B2 differ in only two terms, they
are chain equivalent, by definition. �
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Lemma 2.2. Let pR,m,F q be a local ring, and let V be an inner product space
over R. If B1 “ pu1, ..., unq and B2 “ pv1, ..., vnq are orthogonal bases of V such
that B1 “ B2 mod m, then B1 «R B2.

Proof. The proof is by induction on n ě 1. By the definition, for n “ 1 and
n “ 2 any two orthogonal bases are chain equivalent. In particular, the claim is
true for n “ 1, 2. For n ą 2, we claim that pu1, ..., unq «R pv1, u

1
2, ..., u

1
nq for some

u12, ..., u
1
n P V such that u1i “ ui mod m. Then the induction hypothesis applied to

the two orthogonal bases pu12, ..., u
1
nq and pv2, ..., vnq of the non-degenerate subspace

vK1 of V yields pu1, ..., unq «R pv1, u
1
2, ..., u

1
nq «R pv1, v2, ..., vnq. To prove the claim,

note that v1 “ u1`ε1u1`ε2u2`¨ ¨ ¨`εnun for some εi P m since u1 “ v1 mod m.

For i “ 0, ..., n, set u
piq
1 “ u1 ` ε1u1 ` ε2u2 ` ¨ ¨ ¨ ` εiui. Then u

p0q
1 “ u1 and

u
pnq
1 “ v1. For i “ 2, ..., n we apply Lemma 2.1 recursively to the pair pu

pi´1q
1 , uiq

to find u1i P V such that u1i “ ui mod m and

pu1, ..., unq «R pu
p1q
1 , u2, ..., unq «R pu

piq
1 , u12, ..., u

1
i, ui`1, ..., unq

where the first «R is the case n “ 1. �

Lemma 2.3. Let pR,m,F q be a local ring, and let V be an inner product space
over R. Any orthogonal basis ū “ pū1, ..., ūnq of VF “ V bR F is the image mod
m of an orthogonal basis u “ pu1, ..., unq of V , called lift of ū. If two orthogonal
bases ū, v̄ of VF differ by at most two places, then there are lifts u and v of ū and
v̄ which differ in at most two places.

Proof. Choose any lift u1 of ū1 inside V , then any lift u2 of ū2 inside uK1 Ă V ,
then any lift u3 of ū3 inside tu1, u2u

K Ă V ... This yields a lift u of ū. Assume
ū “ pū1, ū2, ū3, ..., ūnq and v̄ “ pv̄1, v̄2, ū3, ..., ūnq. Let u “ pu1, ..., unq be a lift
of ū. Let pv1, v2q be a lift of pv̄1, v̄2q inside tu3, ..., unu

K. Then we can choose
v “ pv1, v2, u3, ..., unq as lift of v̄. �

For two orthogonal bases B,C of an inner product space V over a local ring
pR,m,F q, we write B «F C if the images of B and C in VF “ V bR F are chain
equivalent over F . The following shows that the Chain Lemma (Theorem 1.2) for
a local ring is equivalent to the Chain Lemma for its residue field.

Lemma 2.4. Let pR,m,F q be a local ring and V an inner product space over R.
For two orthogonal bases B, C of V , if B «F C, then B «R C.

Proof. Choose a sequence B̄i, i “ 0, ..., r of orthogonal bases of VF such that B̄0

and B̄r are the images of B and C in VF and B̄i differs from B̄i`1 in at most two
places, i “ 0, ..., r ´ 1. By Lemma 2.3, for i “ 0, ..., r ´ 1 we can choose lifts Bi,
Ci`1 of B̄i and B̄i`1 such that Bi and Ci`1 differ in at most two places. By Lemma
2.2, we have B «R B0, Bi «R Ci for i “ 1, ..., r ´ 1 and Cr «R C. Hence,

B «R B0 «R C1 «R B1 «R C2 «R B2 «R C3 «R ¨ ¨ ¨ «R Cr «R C.

�

Our next goal is to prove in Theorem 2.6 the Chain Lemma (Theorem 1.2) for
infinite fields of characteristic 2. We will make frequent use of the following.

Lemma 2.5. Let n ě 2 be an integer, and let u “ pu1, ..., unq be an orthogonal basis
of an inner product space V of rank n over a field F . Let v1 “ a1u1 ` ¨ ¨ ¨ ` anun,

where a1, ..., an P F . If for all 2 ď r ď n, the partial linear combination v
prq
1 “
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a1u1 ` ¨ ¨ ¨ ` arur is anisotropic, then v1 “ v
pnq
1 can be extended to an orthogonal

basis v “ pv1, ..., vnq of V such that u «F v.

Proof. Choose v2 to be a generator of the orthogonal of v
p2q
1 inside Fu1 K Fu2.

Then u « pv
p2q
1 , v2, u3, ..., unq. For an integer r with 2 ď r ă n, assume we have

constructed elements v2, ..., vr P V such that pv
prq
1 , v2, ..., vr, ur`1, ..., unq is an or-

thogonal basis of V that is chain equivalent to u. Note that v
pr`1q
1 is an anisotropic

vector in Fv
prq
1 K Fur`1. Choose vr`1 to be a generator of the orthogonal comple-

ment pv
pr`1q
1 qK of Fv

pr`1q
1 inside Fv

prq
1 K Fur`1. Then

u « pv
prq
1 , v2, ..., vr, ur`1, ..., unq « pv

pr`1q
1 , v2, ..., vr`1, ur`2, ..., unq.

By induction on r, we obtain the case r “ n which is the statement of the lemma.
�

Theorem 2.6. Let F be a field of characteristic 2, and let V be an inner product
space over F . If F is finite, assume that dimF V “ 3. Then any two orthogonal
bases of V are chain equivalent.

Proof. Assume first that F ‰ F2. We proceed by induction on n “ dimF V ě 0.
For n “ 0, 1, 2, there is nothing to prove. If F is finite, assume n “ 3, otherwise let
n ě 3. For an orthogonal basis u “ pu1, u2, ..., unq of V , let Cpuq Ă V be the set of
all vectors α1u1 ` α2u2 ` ...` αnun P V such that

α2
1qpu1q ` α

2
2qpu2q ` ¨ ¨ ¨ ` α

2
rqpurq ‰ 0 for all r “ 2, ..., n.

Let v “ pv1, v2, ..., vnq be another orthogonal basis of V and consider the corre-
sponding set Cpvq. By Lemma 2.7 below, the intersection CpuqXCpvq is non-empty.
Thus, we can choose a vector u11 “ v11 P CpuqXCpvq. By Lemma 2.5 we can extend
u11 “ v11 to orthogonal bases u1 “ pu11, u

1
2, ..., u

1
nq and v1 “ pv11, v

1
2, ..., v

1
nq of V such

that u « u1 and v « v1. Now pu12, ..., u
1
nq and pv12, ..., v

1
nq are orthogonal bases of

pu11q
K “ pv11q

K and thus pu12, ..., u
1
nq « pv

1
2, ..., v

1
nq by the induction hypothesis. In

particular, u1 « v1 since u11 “ v11, and we have proved u « u1 « v1 « v.
For F “ F2 there is only one inner product space V of dimension 3, namely

x1, 1, 1y; see for instance Proposition 3.1 below. The only anisotropic vectors of V
are e1, e2, e3 and e “ e1`e2`e3. The vector e cannot be extended to an orthogonal
basis since every vector in its orthogonal complement eK Ă V is isotropic. Thus,
the only orthogonal basis of V is e1, e2, e3 and the theorem trivially holds. �

Lemma 2.7. Let n, r ě 1 be integers, and let F be a field of characteristic 2. Let
V “ Fn and let q1, ..., qr be diagonalisable non-trivial homogeneous quadratic forms
on V . If |F | ě r, then there is v P V such that qipvq ‰ 0 for i “ 1, ..., r.

Proof. We proceed by induction on r ě 1. If r “ 1 the quadratic form q1 can be
written as α1x

2
1 ` ...` αnx

2
n in a suitable basis of V . We can assume α1 ‰ 0 since

q1 is non-trivial. Then v “ p1, 0, ..., 0q satisfies q1pvq “ α1 ‰ 0. Assume r ě 2. By
induction hypothesis, we can pick v1 P V such that qipv1q ‰ 0 for i “ 1, 2, ..., r´ 1.
If qrpv1q ‰ 0 then we are done. Otherwise, pick v2 P V such that qrpv2q ‰ 0, and
choose ε P F such that ε2 is not in the set

"

qipv2q

qipv1q
| 1 ď i ď r ´ 1

*
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of cardinality at most r ´ 1. Note that such an ε exists because the Frobenius
morphism F Ñ F, u ÞÑ u2 is injective, and hence the set tε2 | ε P F u contains
|F | ě r many elements. Then the vector v “ εv1 ` v2 satisfies qipvq ‰ 0 for
i “ 1, ..., r since

qipεv1 ` v2q “ qipεv1q ` qipv2q “ ε2qipv1q ` qipv2q ‰ 0 for i “ 1, ..., r ´ 1

and qrpεv1 ` v2q “ ε2qrpv1q ` qrpv2q “ qrpv2q ‰ 0. �

In order to prove Theorem 1.2 for finite fields of characteristic 2 other than F2

we need the following lemma.

Lemma 2.8. Let F ‰ F2 be finite field of characteristic 2, and let n ě 4 be an
even integer. Assume that any two orthogonal bases of an inner product space over
F of dimension smaller than n are chain equivalent. Then the two bases e and ê of
x1, 1, ..., 1y “ x1y‘n below are chain equivalent:

e “ pe1, e2, ..., enq « ê “ pê1, ê2, ..., ênq

where êr “
ř

1ďi‰rďn ei.

Proof. The orthogonal basis e “ pe1, e2, ..., enq is chain equivalent to an orthogonal
basis u “ pu1, ..., unq with u1 “ a1e1 ` ¨ ¨ ¨ ` anen if for r “ 1, ..., n we have
ř

1ďiďr ai ‰ 0. See Lemma 2.5. Similarly, ê “ pê1, ê2, ..., ênq is chain equivalent to
an orthogonal basis v “ pv1, ..., vnq with v1 “ b1ê1 ` ¨ ¨ ¨ ` bnên if for r “ 1, ..., n we
have

ř

1ďiďr bi ‰ 0. Note that

v1 “ b1ê1 ` ¨ ¨ ¨ bnên “ b̂1e1 ` ¨ ¨ ¨ ` b̂nen

where b̂r “
ř

1ďi‰rďn bi. Choose elements b1, bn P F such that b1, bn, b1 ` bn ‰ 0.
This is possible since F has more than 2 elements. Set bi “ 0 for 1 ă i ă n and

ai “ b̂i. Then

b̂i “

$

&

%

bn i “ 1
b1 ` bn 1 ă i ă n
b1 i “ n

and therefore, for r “ 1, ..., n we have

ÿ

1ďiďr

ai “
ÿ

1ďiďr

b̂i “

$

&

%

bn 1 ď r ă n, r odd
b1 1 ď r ă n, r even

b1 ` bn r “ n

and
ÿ

1ďiďr

bi “

"

b1 1 ď r ă n
b1 ` bn r “ n

In particular, the last two sums are non-zero for r “ 1, ..., n. Hence, there are
orthogonal bases u and v as above with e « u, ê « v and u1 “ v1. By assumption
applied to the inner product space uK1 “ vK1 of dimension n´1, we have pu2, ..., unq «
pv2, ..., vnq. Therefore,

e « u « v « ê.

�
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Example 2.9. As an illustration of Lemma 2.8, the following explicitly shows that
pe1, e2, e3, e4q « pê1, ê2, ê3, ê4q over F4 “ F2rαs{pα

2`α` 1q where we set β “ 1`α
and note that αβ “ 1, α` β “ 1, α2 “ β, β2 “ α:

pe1, e2, e3, e4q

« pαe1 ` βe2, βe1 ` αe2, e3, e4q

« pe1 ` αe2 ` αe3, βe1 ` αe2, βe1 ` e2 ` βe3, e4q

« pβe1 ` e2 ` e3 ` αe4, βe1 ` αe2, βe1 ` e2 ` βe3, αe1 ` βe2 ` βe3 ` βe4q

« pβe1 ` e2 ` e3 ` αe4, βe1 ` αe2, e1 ` αe2 ` βe3 ` e4, βe3 ` αe4q

« pβe1 ` e2 ` e3 ` αe4, e1 ` βe2 ` αe3 ` e4, e1 ` αe2 ` βe3 ` e4, αe1 ` e2 ` e3 ` βe4q

« pβe1 ` e2 ` e3 ` αe4, e1 ` e3 ` e4, e1 ` e2 ` e4, αe1 ` e2 ` e3 ` βe4q

« pe2 ` e3 ` e4, e1 ` e3 ` e4, e1 ` e2 ` e4, e1 ` e2 ` e3q

“ pê1, ê2, ê3, ê4q

In contrast, over F2 we have pe1, e2, e3, e4q ff pê1, ê2, ê3, ê4q; see Remark 2.11.

Theorem 2.10. Let F be a finite field of characteristic 2 such that F ‰ F2. Let V
be an inner product space over F . Then any two orthogonal bases of V are chain
equivalent.

Proof. We proceed by induction on the dimension n “ dimF V of V . For n “ 0, 1, 2,
there is nothing to prove, and the case n “ 3 was treated in Theorem 2.6. Thus,
we can assume n ě 4. Let v “ pv1, v2, ..., vnq and w “ pw1, w2, w3, ..., wnq be two
orthogonal bases of V . Among all orthogonal bases of V that are chain equivalent
to v choose one, say u “ pu1, u2, u3, ..., unq, such that for the linear combination
w1 “ a1u1 ` ¨ ¨ ¨ ` anun the number r of non-zero coefficients ai ‰ 0 is minimal.
Reordering, we can assume a1, ..., ar ‰ 0 and ar`1 “ ¨ ¨ ¨ “ an “ 0. Clearly
1 ď r ď n. If r “ 1 then v « u « pw1, u2, u3, ..., unq « pw1, w2, ..., wnq since
pu2, u3, ...unq « pw2, ..., wnq, by induction hypothesis applied to the orthogonal
complement wK1 of w1 inside V . If r “ 2 then v « u « pw1, u

1
2, u3, ..., unq where

u12 is a non-zero vector of the orthogonal complement of w1 inside of Fu1 K Fu2.
Then v « pw1, u

1
2, u3, ..., unq « pw1, w2, ..., wnq since pu12, u3, ...unq « pw2, ..., wnq,

by induction hypothesis applied to the orthogonal complement wK1 of w1 inside V .
Assume r ě 3. Since every element in F is a square, we can rescale and assume
qpuiq “ qpwiq “ 1, i “ 1, ..., n as rescaling yields chain equivalent bases. Assume
that there is a pair 1 ď i ‰ j ď r such that aiui ` ajuj is anisotropic. After
reordering, we can assume i “ 1, j “ 2. Set u11 “ a1u1 ` a2u2 and let u12 be
a non-zero vector in the orthogonal complement of u11 inside Fu1 K Fu2. Then
u « pu11, u

1
2, u3, ...unq and w1 “ u11 ` a3u3 ` ¨ ¨ ¨ ` arur contradicting minimality

of r. Thus, for all pairs 1 ď i, j ď r the vector aiui ` ajuj is isotropic, that is,
0 “ qpaiui ` ajujq “ a2i qpuiq ` a2jqpujq “ a2i ` a2j “ pai ` ajq

2, so ai ` aj “ 0, for
1 ď i ď r, that is, a “ a1 “ a2 “ a3 “ ¨ ¨ ¨ “ ar ‰ 0. Then w1 “ apu1 ` ¨ ¨ ¨ ` urq.
Since 1 “ qpw1q “ a2pqpu1q ` ¨ ¨ ¨ qpurqq “ ra2, the positive integer r is odd.
Therefore, 1 “ ra2 “ a2 implies a “ 1, and we have w1 “ u1 ` ¨ ¨ ¨ ` ur. If r ă n,
we can use Lemma 2.8 to find an orthogonal basis u12, ..., u

1
r`1 of Fu2 K ... K Fur`1

such that pu1, ..., ur`1q « pw1, u
1
2, ..., u

1
r`1q. Then

v « pu1, u2, u3, ..., unq « pw1, u
1
2, u3, ..., u

1
r`1, ur`2, ..., unq « w

since pu12, u3, ..., u
1
r`1, ur`2, ..., unq « pw2, w3, ..., wnq, by the induction hypothesis

applied to wK1 inside V . Finally, the case r “ n is impossible. Indeed, if r “ n,
then every vector in wK1 Ă V is isotropic contradicting the the assumption that
pw2, ..., wnq is an orthogonal basis of wK1 . �

Proof of Theorem 1.2. The analog of Theorem 2.6 for fields F of characteristic not
2 is classical and holds without restriction on the size of F ; see for instance [Lam05,
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Theorem I.5.2]. Together with Theorems 2.6 and 2.10, this implies Theorem 1.2 in
view of Lemma 2.4. �

Remark 2.11. The Chain Lemma does not hold for R “ F “ F2 and V “ F4
2

equipped with the form x1yK4. The orthogonal basis e “ te1, e2, e3, e4u is only
chain equivalent to itself since x1y K x1y has unique orthogonal basis te1, e2u. But
V has also orthogonal basis ê “ tê1, ê2, ê3, ê4u where êi “ e1 ` e2 ` e3 ` e4 ´ ei
for i “ 1, ..., 4. In particular, the two orthogonal basis e and ê of V are not chain
equivalent.

3. Presentation of GW pRq

For an invertible symmetric matrix A P MnpRq, we denote by xAy the inner
product space Rn equipped with the form xx, yy “ txAy, x, y P Rn where tx
denotes the transpose of the column vector x. The following shows that every
inner product space stably admits an orthogonal basis. In particular, the ring
homomorphism (1.1) is surjective.

Proposition 3.1. Let pR,m,F q be a commutative local ring.

(1) For any inner product space M over R there is an isometry

M – xu1y K ¨ ¨ ¨ K xuly K N1 K ¨ ¨ ¨ K Nr

for some ui P R
˚ and Ni “

@`

ai 1
1 bi

˘D

with ai, bi P m.
(2) For any a, b P m there is an isometry of inner product spaces

Bˆ

a 1
1 b

˙F

` x´1y –

B

1´ ab

p´1` aqp´1` bq

F

` x´1` ay ` x´1` by.

(3) For any inner product space V over R, there is an inner product space
W with orthogonal basis such that V K W has an orthogonal basis. In
particular, the Grothendieck-Witt group GW pRq of symmetric inner product
spaces is additively generated by one-dimensional spaces xuy, u P R˚.

Proof. For part (1), if qpxq “ xx, xy “ u P R˚ is a unit for some x P M then
M “ Rx K pRxqK is a decomposition into non-degenerate subspaces, and Rx “ xuy.
Hence, repeatedly splitting off one-dimensional inner product spaces, we can write
M “ xu1y K ¨ ¨ ¨ K xuly K N where ui P R

˚ and qpxq P m for all x P N . If N ‰ 0
then the rank of N is at least 2, and we can find x, y P N such that xx, yy “ 1.
The subspace N1 spanned by x and y is non-degenerate with Gram matrix p a 1

1 b q

where a “ qpxq and b “ qpyq. In paricular, N “ N1 K NK1 is decomposition into
non-degenerate subspaces, and N1 “ xp a 1

1 b qy. Now we keep splitting off rank 2
spaces Ni to obtain the desired form.

Part (2) follows from the equation
¨

˝

´ 1
´1`a ´ 1

´1`b
´1`ab

p´1`aqp´1`bq

´1 0 1
0 ´1 1

˛

‚

¨

˝

a 1 0
1 b 0
0 0 ´1

˛

‚

¨

˝

´ 1
´1`a ´1 0

´ 1
´1`b 0 ´1
´1`ab

p´1`aqp´1`bq 1 1

˛

‚

“

¨

˝

1´ab
p´1`aqp´1`bq 0 0

0 ´1` a 0
0 0 ´1` b

˛

‚.

Finally, (3) follows from (1) and (2). �



PRESENTATION OF GW pRq 9

Lemma 3.2. Let pR,m,F q be a commutative local ring with residue field F ‰ F2.
Then the kernel kerpπq of the ring homomorphism (1.1) is generated as abelian
subgroup of ZrR˚s by the following elements:

xαy ´ xβy with α, β P R˚ and xαy – xβy

xαy ` xβy ´ xγy ´ xδy with α, β, γ, δ P R˚ and xα, βy – xγ, δy.

Proof. By definition, an element
řn

i“1xaiy ´
řm

j“1xbjy of ZrR˚s with ai, bj P R
˚ is

in kerpπq Ă ZrR˚s if and only if there is an inner product space K and an isometry

(3.1) K ‘

n
à

i“1

xaiy – K ‘

m
à

j“1

xbjy.

In particular, n “ m. By Proposition 3.1 (2), there exists an inner product space
W over R such that K‘W admits an orthogonal basis. Replacing K with K‘W ,
we can assume that K in (3.1) has an orthogonal basis, say tz1, ..., zlu. The inner
product space pM,βq :“ xa1, ..., any ‘ K – xb1, ..., bny ‘ K has the following two
orthogonal bases:

A “ tx1, ..., xn, z1, .., zlu,with βpxi, xiq “ ai, and βpzi, ziq “ ci, and

B “ ty1, ..., yn, z1, .., zlu,with βpyi, yiq “ bi, and βpzi, ziq “ ci.

By Theorem 1.2, we can choose a chain of orthogonal bases, C0, C1, ..., CN´1, CN

such that Ci and Ci`1 differ in at most 2 elements, i “ 0, ..., N ´ 1, and C0 “ A,

CN “ B. Let xc
piq
1 , ..., c

piq
n`ly be the diagonal form corresponding to Ci. As Ci and

Ci`1 differ in at most two vectors,

pc
piq
1 ` ...` c

piq
n`lq ´ pc

pi`1q
1 ` ...` c

pi`1q
n`l q

is of the form

a´ b with xay – xby
or

a` b´ a1 ´ b1 with xa, by – xa1, b1y.

Since

řn
i“1 ai ´

řn
j“1 bj “ p

řn
i“1 ai `

řl
i“1 ciq ´ p

řn
j“1 bj `

řl
i“1 ciq

“
řn`l

i“1 c
p0q
i ´

řn`l
j“1 c

pNq
j

“
řN´1

k“0 p
řn`l

i“0 c
pkq
i ´

řn`l
i“0 c

pk`1q
i q,

we are done. �

Lemma 3.3. Let R be a commutative ring. Assume we have an isometry of inner
product spaces xa, by – xc, dy over R where a, b, c, d P R˚ with d “ abc and c “
ax2 ` by2, x, y P R. If f “ as2 ` bt2, then

f “ c

ˆ

asx` bty

c

˙2

` d

ˆ

tx´ sy

c

˙2

.

Proof. Direct verification. �
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For a commutative local ring R, let KMW
0 pRq be the quotient ring of ZrR˚s

modulo the ideal generated by the relations (1), (2) and (3) of Theorem 1.3 where
xxayy “ 1´ xay and xay P ZrR˚s is the element corresponding to a P R˚.

Lemma 3.4. Let pR,m,F q be a commutative local ring with residue field F ‰ F2,
and let a, b, c, d P R˚ with xa, by – xc, dy as inner product spaces over R. Then the
following equality holds in KMW

0 pRq:

xay ` xby “ xcy ` xdy.

Proof. The isometry xa, by – xc, dy implies c “ ax2` by2 P R for some x, y P R and
d “ abc P R˚{R2˚. Since xr2dy “ xdy P KMW

0 pRq, we can assume d “ abc P R˚. If
x, y P R˚, we say that c is regularly represented by xa, by. In this case

xay ` xby “ xax2y ` xby2y

“ xcy
`

xac´1x2y ` xbc´1y2y
˘

“ xcy
`

x1y ` xabc´2x2y2y
˘

“ xcy ` xdy

in KMW
0 pRq where we used the Steinberg relation for the third equality.

Assume now that one of x or y is in the maximal ideal m of R, then the other
is a unit since c is a unit. Without loss of generality, we can assume x P R˚

and y P m. We claim that if there is z P R˚ such that ax2 ` bz2 P R˚, then
xay`xby “ xcy`xdy P KMW

0 pRq. Indeed, given z P R˚ such that γ “ ax2`bz2 P R˚

we set δ “ abγ. Then xa, by – xγ, δy, and γ is regularly represented by xa, by. In
particular, xγy`xδy “ xay`xby P KMW

0 pRq. Since c “ ax2`by2, Lemma 3.3 yields

c “ γ

ˆ

ax2 ` byz

γ

˙2

` δ

ˆ

xy ´ xz

γ

˙2

.

Note that pax2 ` byzqγ´1 and pxy ´ xzqγ´1 are units in R since x, z, a, b, γ P R˚

and y P m. In particular, c is regularly represented by xγ, δy and thus xcy ` xdy “
xγy ` xδy P KMW

0 pRq. Hence,

xcy ` xdy “ xγy ` xδy “ xay ` xby P KMW
0 pRq.

If F ‰ F3 (and F ‰ F2, by assumption) then we can find an element z P R˚ with
ax2` bz2 P R˚ as in this case F has at least 3 units and we only need to make sure
that its class z̄ in F “ R{m satisfies z̄2 R t´ab´1x2u Ă F . If there is no z P R˚

such that ax2 ` bz2 P R˚, then F “ F3 and a` b, a´ c P m as in this case square
units in R are 1 modulo m. Then xc,´by – xa,´dy since a “ cp1{xq2´ bpy{xq2 and
d “ abc. Note that there is z P R˚ such that γ “ cp1{xq2 ´ bz2 P R˚. For instance,
z “ 1{x P R˚ will do since c ´ b “ 2c ´ pa ` bq ` pa ´ cq P R˚. As proved above,
this implies xcy ` x´by “ xay ` x´dy in KMW

0 pRq. Using relation (2) of Theorem
(1.3) which holds in KMW

0 pRq, we have

xay ` xby “ xay ´ x´by ` h “ xcy ´ x´dy ` h “ xcy ` xdy P KMW
0 pRq.

�

Corollary 3.5. Let pR,m,F q be a commutative local ring with residue field F ‰ F2.
Then the surjection (1.1) induces an isomorphism

KMW
0 pRq

–
ÝÑ GW pRq.
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Proof. Let J Ă ZrR˚s be the ideal generated by the relations (1), (2) and (3) of
Theorem 1.3, that is, J is the kernel of the ring homomorphism ZrR˚s Ñ KMW

0 pRq.
As before, let π : ZrR˚s Ñ GW pRq, xay ÞÑ xay be the canonical ring homomorphism
(1.1). It is well known that J Ă kerπ. Indeed, the first relation is the isometry
xuy – xa2uy given by the multiplication with a P R˚, the second relation follows
from

ˆ

0 1
u 0

˙ˆ

0 1
1 0

˙ˆ

0 u
1 0

˙

“

ˆ

0 u
u 0

˙

,

that is, xp 0 1
1 0 qy – xuy ¨ xp 0 1

1 0 qy and the equality xp 0 1
1 0 qy “ h P GW pRq in view

of Proposition 3.1 (2) with a “ b “ 0. The last relation is a consequence of the
equality

ˆ

1 ´1
1´ a a

˙ˆ

a 0
0 1´ a

˙ˆ

1 1´ a
´1 a

˙

“

ˆ

1 0
0 ap1´ aq

˙

.

Lemma 3.2 gives us additive generators of kerpπq. By definition of KMW
0 pRq and

Lemma 3.4, these generators are in J , and so, J “ kerpπq. �

We finish the section with a proof of Remark 1.4. Let K̃MW
0 pRq be the ring

quotient of ZrR˚s modulo the Steinberg relations (3) in Theorem 1.3.

Lemma 3.6. Let pR,m,F q be a commutative local ring with residue field F ‰

F2,F3. Then for all a P R˚, the following holds in K̃MW
0 pRq:

(1) xxayyxx´ayy “ 0,
(2) xxa2yy “ xxayy ¨ h.

Proof. Part (1) was implicitly proved in [Sch17, Lemma 4.4]. The analogous argu-
ments for Milnor K-theory are due to [Mil70]. We give the relevant details here.
First assume ā ‰ 1 where ā means reduction modulo the maximal ideal m Ă R.
Then 1´ a, 1´ a´1 P R˚. Therefore, in KMW

0 pRq, we have

xxayyxx´ayy “ xxayy
`

xx1´ ayy ´ x´ayxx1´ a´1yy
˘

“ ´x´ayxxayyxx1´ a´1yy “ x´ayxayxxa´1yyxx1´ a´1yy

“ 0.

If ā “ 1, choose b P R˚ with b̄ ‰ 1. This is possible since F ‰ F2. Then āb̄ ‰ 1.
Therefore, in KMW

0 pRq, we have

0 “ xxabyyxx´abyy “ xxayy pxx´ayy ` x´ayxxbyyq ` xayxxbyy pxxayy ` xayxx´byyq

“ xxayyxx´ayy ` hxayxxayyxxbyy.

Hence, for all b̄ ‰ 1 we have xxayyxx´ayy “ ´hxayxxayyxxbyy. Now, choose b1, b2 P A
˚

such that b̄1, b̄2, b̄1b̄2 ‰ 1. This is possible since |F | ě 4. Then

xxayyxx´ayy “ ´hxayxxayyxxb1b2yy

“ ´hxayxxayypxxb1yy ` xb1yxxb2yyq

“ xxayyxx´ayy ` xb1yxxayyxx´ayy.

Hence, xb1yxxayyxx´ayy “ 0. Multiplying with xb´1
1 y yields the result.

In ZrR˚s we have xxayyxx´ayy ¨ x´1y ` xxa2yy “ xxayy ¨ h which implies part (2). �
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4. An example of GW pRq fl KMW
0 pRq

In this section, R will be the local ring R “ F2rxs{px
4q. The goal is to prove the

following.

Proposition 4.1. For R “ F2rxs{px
4q, the natural surjection KMW

0 pRq Ñ GW pRq :
xay ÞÑ xay has kernel Z{2. In fact, we have isomorphisms of abelian groups

GW pRq – Z‘ pZ{2q2 and KMW
0 pRq – Z‘ pZ{2q3.

Proof. It is clear that the three defining relations for KMW
0 pRq hold in GW pRq.

This is true for any commutative local ring R; see the proof of Corollary 3.5.
In particular, the map KMW

0 pRq Ñ GW pRq is well-defined. It is surjective for

any local ring R, by Proposition 3.1. Let I Ă GW pRq, Ĩ Ă KMW
0 pRq and J Ă

ZrR˚{R2˚s be the kernel of the surjective ring homomorphisms to Z sending xay to

1 P Z for a P R˚. We have natural surjections J � Ĩ � I sending xxayy to xxayy. The

first part of the proposition is the statement that the surjection Ĩ � I has kernel
Z{2.

For R “ F2rxs{px
4q, the group R˚ has 8 elements. The group homomorphism

R˚ Ñ R˚ : a ÞÑ a2 has image t1, 1 ` x2u. In particular, the cokernel R˚{R2˚

is a group of order 4 in which a2 “ 1 for all its elements. Hence, that group
is not cyclic and thus R˚{R2˚ – K4 “ C2 ˆ C2 is the Klein 4-group. A set of
coset representatives for R˚{R2˚ is given by the elements 1, 1 ` x, 1 ` x ` x2,
1` x2 ` x3 P R˚ since p1` xqp1` x2 ` x3q “ 1` x` x2 ` 2x3 ` x4 “ 1` x` x2 is
not a square. From the matrix equation
ˆ

x 1
1 x` x2 ` x3

˙ˆ

1 0
0 1` x

˙ˆ

x 1
1 x` x2 ` x3

˙

“

ˆ

1` x` x2 0
0 1` x2 ` x3

˙

we see that x1y`x1`xy “ x1`x`x2y`x1`x2`x3y P GW pRq. For any F2-algebra,
we have 2I “ 0 as h “ x1y ` x´1y “ 2 and thus 0 “ xxuyyh “ 2xxuyy for all u P R˚.
In particular, we obtain

0 “ xx1` xyy ` xx1` x` x2yy ` xx1` x2 ` x3yy “
ÿ

uPR˚{R2˚

xxuyy P GW pRq

from which we see that I2 “ 0. Indeed, for u P R˚{R2˚ we have xxuyy2 “ 2xxuyy “ 0,
and for v ‰ u P R˚{R2˚, u, v ‰ 1 P R˚{R2˚, we have

xxuyyxxvyy “ xxuyy ` xxvyy ` xxuvyy “
ÿ

wPR˚{R2˚

xxwyy “ 0 P GW pRq.

For every local ring, we have an isomorphism R˚{R2˚ – I{I2 : a ÞÑ xxayy. So, in
our case we have I “ I{I2 “ R˚{R2˚ – pZ{2q2.

To compute Ĩ for R “ F2rxs{px
4q, we note that if a P R is a unit then 1 ´ a

is not a unit and the Steinberg relation is vacuous. Moreover, xxuyyh “ 2xxuyy as
h “ 2, and thus, KMW

0 pRq is the quotient of ZrR˚{R2˚s by the relation 2xxuyy “ 0

for u P R˚{R2˚. It follows that Ĩ “ J{2J “ pZ{2q3 since J has Z basis the elements

xxuyy, 1 ‰ u P R˚{R2˚. Hence, the surjection Ĩ � I which is pZ{2q3 � pZ{2q2 has
kernel Z{2.

As abelian groups, we have GW pRq – Z‘I and KMW
0 pRq – Z‘Ĩ. In particular,

the computations above show that GW pRq – Z ‘ pZ{2q2 and KMW
0 pRq – Z ‘

pZ{2q3. �
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