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Abstract. We improve homology stability ranges for elementary and special

linear groups over rings with many units. Our result implies stability for unsta-
ble Quillen K-groups and proves a conjecture of Bass. For commutative local

rings with infinite residue fields, we show that the obstruction to further sta-

bility is given by Milnor-Witt K-theory. As an application we construct Euler
classes of projective modules with values in the cohomology of the Milnor-Witt

K-theory sheaf. For d-dimensional commutative noetherian rings with infinite

residue fields we show that the vanishing of the Euler class is necessary and
sufficient for an oriented projective module P of rank d to split off a rank 1 free

direct summand. Along the way we obtain a new presentation of Milnor-Witt

K-theory and of symplectic K2 simplifying the classical Matsumoto-Moore
presentation.
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1. Introduction

The purpose of this paper is to improve stability ranges in homology and alge-
braic K-theory of elementary and special linear groups, and to apply these results
to construct obstruction classes for projective modules to split off a free direct
summand.

Our first result concerns a conjecture of Bass [Bas73, Conjecture XVI on p. 43].
In loc. cit. he conjectured that for a commutative noetherian ring A whose maximal
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ideal spectrum has dimension d the canonical maps

πiBGL
+
n−1(A)→ πiBGL

+
n (A)

are surjective for n ≥ d + i + 1 and bijective for n ≥ d + i + 2. Here, for a
connected space X, we denote by X+ Quillen’s plus-construction with respect to
the maximal perfect subgroup of π1X, and we write BGL+

n (A) for BGLn(A)+. In
this generality, there are counterexamples to Bass’ conjecture; see [vdK76, §8]. The
best general positive results to date concerning the conjecture are due to van der
Kallen [vdK80] and Suslin [Sus82]. They prove that the maps are surjective for
n − 1 ≥ max(2i, sr(A) + i − 1) and bijective for n − 1 ≥ max(2i, sr(A) + i) where
sr(A) denotes the stable rank of A [Vas71]. Here A need not be commutative nor
noetherian.

In this paper we prove Bass’ conjecture for rings with many units. Recall [NS89]
that a ring A (always associative with unit) has many units if for every integer
n ≥ 1 there is a family of n central elements of A such that the sum of each non-
empty subfamily is a unit. Examples of rings with many units are infinite fields,
commutative local rings with infinite residue field and algebras over a ring with
many units. Here is our first main result.

Theorem 1.1 (Theorem 3.10). Let A be a ring with many units. Then the natural
homomorphism

πiBGL
+
n−1(A)→ πiBGL

+
n (A)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

The ring A in Theorem 1.1 is not assumed to be commutative. If A is commu-
tative noetherian with maximal ideal spectrum of dimension d then sr(A) ≤ d+ 1
[Bas64, Theorem 11.1]. So, our theorem proves Bass’ conjecture in case A has many
units. If A is commutative local with infinite residue field then sr(A) = 1 and the
theorem admits the following refinement which shows that the stability range in
Theorem 1.1 is sharp in many cases. Denote by KMW

n (A) the n-th Milnor-Witt
K-theory of A [Mor12, Definition 3.1] which makes sense for any commutative ring
A; see Definition 4.10.

Theorem 1.2 (Theorem 5.38). Let A be a commutative local ring with infinite
residue field. Then the natural homomorphism

πiBGL
+
n−1(A)→ πiBGL

+
n (A)

is an isomorphism for n ≥ i+ 2 and surjective for n ≥ i+ 1. Moreover, there is an
exact sequence for n ≥ 2

πnBGL
+
n−1(A)→ πnBGL

+
n (A)→ KMW

n (A)→ πn−1BGL
+
n−1(A)→ πn−1BGL

+
n (A).

Theorem 1.1 follows from the following homology stability result for elementary
linear groups. Recall [Bas64, §1] that the group of elementary r × r-matrices of
a ring A is the subgroup Er(A) of GLr(A) generated by the elementary matrices
ei,j(a) = 1 + a · eieTj , a ∈ A where ei ∈ Ar is the i-th standard column basis vector.

Theorem 1.3 (Theorem 3.9). Let A be a ring with many units. Then the natural
homomorphism

Hi(En−1(A),Z)→ Hi(En(A),Z)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).
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For a division ring A with infinite center, Theorem 1.3 proves a conjecture of
Sah [Sah89, 2.6 Conjecture]. From Theorem 1.3 one easily deduces the following
homology stability result for the special linear groups of commutative rings.

Theorem 1.4 (Theorem 3.12). Let A be a commutative ring with many units.
Then the natural homomorphism

Hi(SLn−1(A),Z)→ Hi(SLn(A),Z)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

When A is a commutative local ring with infinite residue field Theorem 1.4 says
that Hi(SLn(A), SLn−1(A)) = 0 for i < n. The following theorem gives an explicit
presentation of these groups for i = n.

Theorem 1.5 (Theorem 5.37). Let A be a commutative local ring with infinite
residue field. Then for all n ≥ 2 we have

Hn(SLn(A), SLn−1(A)) ∼= KMW
n (A).

Moreover, for n even, the map Hn(SLn(A)) → Hn(SLn(A), SLn−1(A)) is surjec-
tive. In particular, the map Hi(SLn−1(A)) → Hi(SLn(A)) is an isomorphism for
i ≤ n− 2 and surjective (bijective) for i = n− 1 and n odd (n even).

Theorems 1.4 and 1.5 generalize a result of Hutchinson and Tao [HT10] who
proved them for fields of characteristic zero, though for n odd, the identification
of the relative homology with Milnor-Witt K-theory is only implicit in their work.
Contrary to [HT10], our proof is independent of the characteristic of the residue
field, works for local rings other than fields and does not use the solution of the
Milnor conjecture on quadratic forms. In Theorem 5.39 we also give explicit com-
putations of the kernel and cokernel of the stabilization map in homology at the
edge of stabilization recovering and generalizing the remaining results of [HT10].
This, however, requires the solution of the Milnor conjecture. Theorem 1.5 answers
questions raised in [BM99].

Our proof of Theorem 1.5 uses a new presentation of the Milnor-Witt K-groups
KMW
n (A) for n ≥ 2. Denote by Z[A∗] the group ring of the group of units A∗

in A, and I[A∗] the augmentation ideal. For a ∈ A∗ denote by 〈a〉 ∈ Z[A∗] the
corresponding element in the group ring, and by [a] ∈ I[A∗] the element 〈a〉−1. We

define the graded ring K̂MW (A) as the graded Z[A∗]-algebra generated in degree 1
by I[A∗] modulo the two sided ideal generated by the Steinberg relations [a][1− a]
for all a, 1− a ∈ A∗; see Definition 4.2.

Theorem 1.6 (Theorem 4.18). Let A be a commutative local ring. If A is not a field
assume that the cardinality of its residue field is at least 4. Then the natural map of
graded rings K̂MW (A)→ KMW (A) induces an isomorphism K̂MW

n (A) ∼= KMW
n (A)

for n ≥ 2.

In particular, for a local ring A with infinite residue field, the Schur multiplier
H2(SL2(A)) has a presentation as the quotient of I[A∗]⊗A∗ I[A∗] by the Steinberg
relations (Theorem 5.27); compare [Moo68, Theorem 9.2], [Mat69, Corollaire 5.11],
[vdK77, Theorem 3.4].

Theorems 1.4 and 1.5 are the SLn-analogs of a result of Nesterenko and Suslin
[NS89]. They proved that Theorems 1.4 and 1.5 hold when SLn(A) and KMW (A)
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are replaced with GLn(A) and Milnor K-theory KM (A). Suslin and Nesterenko’s
proof rests on the computation of the homology of affine groups [NS89, Theorem
1.11] which is false if one simply replaces GLn(A) with SLn(A). Our innovation is
the correct replacement of [NS89, Theorem 1.11] in the context of SLn(A) and of
groups related to En(A). This is done in Section 2 whose main result is Theorem
2.5 and its Corollary 2.6. With our new presentation of Milnor-Witt K-theory in
Section 4, Sections 3 and 5 more or less follow the treatment in [NS89].

The importance of homology stability and the computation of the obstruction
to further stability in Theorem 1.5 lies in the following application. Let R be a
commutative noetherian ring of dimension n all of whose residue fields are infinite.
Let P be an oriented rank n projective R-module. In §6, we define an ”Euler class”

e(P ) ∈ Hn
Zar(R,KMW

n )

such that e(P ) = 0 if P splits off a free direct summand of rank 1. Here, KMW
n

denotes the Zariski sheaf associated with the presheaf A 7→ KMW
n (A), and Hn

Zar

denotes Zariski cohomology. We prove the following.

Theorem 1.7 (Theorem 6.18). Let R be a commutative noetherian ring of dimen-
sion n ≥ 2. Assume that all residue fields of R are infinite. Let P be an oriented
rank n projective R-module. Then

P ∼= Q⊕R⇔ e(P ) = 0 ∈ Hn
Zar(R,KMW

n ).

The theorem also holds if we replace Zariski cohomology with Nisnevich coho-
mology (Theorem 6.24).

If R has dimension n and is of finite type over an algebraically closed field k,
then the canonical map KMW

n → KMn of sheaves on X is an isomorphism. In par-
ticular, if R has dimension n and is smooth over an algebraically closed field, then
Hn
Zar(R,KMW

n ) = Hn
Zar(R,KMn ) is isomorphic to the Chow group of codimension n

cycles on X = SpecR, by [Ker09, Theorem 7.5], and we recover a result of Murthy
[Mur94]. If R is smooth over a field of characteristic not 2 (which is not assumed
algebraically closed) then Hn

Zar(R,KMW
n ) is isomorphic to the Chow-Witt groups

introduced by Barge and Morel [BM00] and studied by Fasel [Fas08].
Theorem 1.7 is a generalization to singular affine varieties of a theorem of Morel

[Mor12, Theorem 8.14] who proved the result for R smooth of finite type over a
perfect field. Our arguments don’t use A1-homotopy theory but they can be used
to simplify some proofs in [Mor12]; see proof of Theorem 6.22 and [AHW17].

The proof of Theorem 1.7 relies on Theorem 1.5 and a representability result of
vector bundles on noetherian affine schemes (Theorem 6.15) which is of independent
interest. There is also a version (Theorem 6.21) of Theorem 1.7 for projective
modules with orientation in a line bundle other than R.

Advice. The reader only interested in the results for local rings A and the
application to Euler classes in Theorem 1.7 should replace in Sections 2 and 3 the
stable rank sr(A) with 1, the groups GnA with GLnA, SGn(A) with SLn(A), Ā∗

with A∗ and Lemma 3.1 with Lemma 5.6. This should make for a smoother reading.

Conventions. All rings are associative with unit. The group of units of a
ring A is denoted A∗. The stable rank [Vas71] of a ring A is denoted sr(A). By
“space” we mean “simplicial set”. Unless otherwise stated, tensor products are
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over Z and homology has coefficients in Z. For a commutative ring A and integer
n ≥ 1, the group SLn(A) is the group of n × n matrices with entries in A and
determinant 1. The symbol SL0(A) will stand for the discrete set (or discrete
groupoid) A∗. This has the effect that for all n ≥ 0 and any GLn(A)-module M ,

we have Hi(SLn(A),M) = Tor
GLn(A)
i (Z[A∗],M) where Z[A∗] is a GLn(A)-module

via the determinant map GLn(A) → A∗. Moreover, for all n ≥ 0, we have a
homotopy fibration of classifying spaces BSLn(A)→ BGLn(A)→ BA∗.

We denote by sSets the category of simplicial sets endowed with its standard
Kan model structure.

Acknowledgements. Most of the results of this article were found in Spring
2014 while the author was visiting Max-Planck-Institute for Mathematics in Bonn.
I would like to thank MPIM Bonn for its hospitality. I also would like to thank
Marc Hoyois whose comments lead to the appendix, and Wataru Kai for pointing
out an error in a previous version.

2. The homology of affine groups

For a group G, we denote by Z[G] its integral group ring and we write 〈g〉 for
the element in Z[G] corresponding to g ∈ G. Furthermore, we denote by ε : Z[G]→
Z : 〈g〉 7→ 1 the augmentation ring homomorphism, and by I[G] = ker(ε) its kernel,
the augmentation ideal. Let G be an abelian group and s ∈ Z[G] an element in its
group ring. A G-module M is called s-torsion if for every x ∈M there is n ∈ N such
that snx = 0, or equivalently if [s−1]M = 0. The category of s-torsion G-modules
is closed under taking subobjects, quotient objects and extensions in the category
of all G-modules.

Many of our computations concern the homology Hi(G,M) of a group G with
coefficients in a left G-module M . We recall the basic functoriality of this con-
struction [Bro82, §III.8]. Let G, G′ be groups, and M , M ′ be G, G′-modules,
respectively. A pair of maps (ϕ, f) : (G,M) → (G′,M ′) where ϕ : G → G′ is a
group homomorphism and f : M → M ′ is a homomorphism of abelian groups
with f(gx) = ϕ(g)f(x) for all g ∈ G and x ∈ M induces a map of homol-
ogy groups (ϕ, f)∗ : H∗(G,M) → H∗(G

′,M ′). Given two such pairs of maps
(ϕ0, f0), (ϕ1, f1) : (G,M) → (G′,M ′). If there is an element h ∈ G′ such that
ϕ1(g) = hϕ0(g)h−1 and f1(x) = hf0(x) for all g ∈ G and x ∈M , then the induced
maps on homology agree: (ϕ0, f0)∗ = (ϕ1, f1)∗ : H∗(G,M)→ H∗(G

′,M ′).

Definition 2.1. Let A be a ring with group of units A∗, and let m ≥ 0 be an
integer. An S(m)-sequence in A is a sequence (a1, ..., am) of m central1 elements
a1, ..., am in A all of whose non-empty partial sums are units, that is, for every
index set ∅ 6= J ⊂ {1, ...,m}, we require

aJ =
∑
j∈J

aj ∈ A∗.

Following [NS89], an S(m)-algebra is a ring which has an S(m)-sequence. A ring
with many units is a ring that has an S(m)-sequence for every integer m ≥ 1. For
instance, a commutative local ring with infinite residue field has many units, and
any algebra over a ring with many units has many units.

1In [NS89] centrality of the ai’s is not required. However, it is used in the proof of [NS89,
Theorem 1.11] where A∗ is considered a normal subgroup of GLn(A) via the diagonal embedding.
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S(m)-algebras are algebras over the commutative ring

S(m) = Z[X1, ..., Xm][Σ−1]

obtained by localizing the polynomial ring Z[X1, ..., Xm] in them variablesX1, ..., Xm

at the set of all non-empty partial sums of the variables

Σ = {XJ | ∅ 6= J ⊂ {1, ...,m}}, where XJ =
∑
j∈J

Xj .

By construction, S(m) has an S(m)-sequence X = (X1, ..., Xm). Sending Xi to ai
makes a ring A with S(m)-sequence (a1, ..., am) into an S(m)-algebra.

Let A be a ring with S(m)-sequence a = (a1, ..., am). For an integer m ≥ 1,
write [1,m] for the set {1, ...,m} of integers between 1 and m. We will denote by
s(a) ∈ Z[A∗] the following element in the integral group ring of the group of units
of A:

s(a) = −
∑

∅6=J⊂[1,m]

(−1)|J|〈aJ〉 ∈ Z[A∗].

Note that the augmentation homomorphism ε : Z[A∗]→ Z sends s(a) to 1:

s(a)
ε7→ −

∑
∅6=J⊂[1,m]

(−1)|J| = (−1)|∅| −
∑

J⊂[1,m]

(−1)|J| = 1− (1− 1)m = 1.

More generally, for an integer t ∈ Z we will write st(a) for the image of s(a) under
the ring homomorphism t : Z[A∗]→ Z[A∗] : 〈x〉 7→ 〈xt〉, that is,

st(a) = −
∑

∅6=J⊂[1,m]

(−1)|J|〈(aJ)t〉 ∈ Z[A∗].

When A = S(m) with S(m)-sequence X = (X1, ..., Xm), we may write sm and sm,t
for s(X) and st(X).

Lemma 2.2. Let A be a commutative ring with S(m)-sequence a = (a1, ..., am)
and let k, t ≥ 1 be integers such that k · t < m. Then the ring homomorphism
ϕk : Z[A∗]→ A⊗k, induced by 〈x〉 7→ x⊗ · · · ⊗ x for x ∈ A∗, sends st(a) ∈ Z[A∗] to
0 ∈ A⊗k.

Proof. We first show the case t = 1. For a function σ : [1, k] → [1,m] we write
aσ = aσ(1) ⊗ · · · ⊗ aσ(k). Note that a∅ = 0 and (a∅)

⊗k = 0. In A⊗k we have

−s(a) =
∑

J⊂[1,m]

(−1)|J|(aJ)⊗k =
∑

J⊂[1,m]

σ:[1,k]→J

(−1)|J|aσ

=
∑

σ:[1,k]→[1,m]

aσ
∑

Imσ⊂J⊂[1,m]

(−1)|J| = 0

since for I ⊂ [1,m] with I 6= [1,m] we have∑
I⊂J⊂[1,m]

(−1)|J| = (−1)|I|
∑

J⊂[1,m]−I

(−1)|J| = (−1)|I|(1− 1)|[1,m]−I| = 0.
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This shows that ϕk(s(a)) = 0 ∈ A⊗k for all m > k ≥ 1, that is, the case t = 1. For
general t ≥ 1, the lemma follows from the case t = 1 and the commutative diagram
of rings

Z[A∗]
t //

ϕtk

��

Z[A∗]

ϕk

��
(A⊗t)⊗k

µ⊗k

// A⊗k

where the top horizontal map is induced by 〈x〉 7→ 〈xt〉 and the lower one by the
multiplication µ : A⊗t → A : x1 ⊗ · · · ⊗ xt 7→ x1 · · ·xt. �

For an integer k ≥ 1 and an abelian group M , consider the k-th exterior power
ΛkZM of M over Z; see [Bro82, §V.6]. This is the quotient of the abelian group
M⊗k modulo the abelian subgroup generated by elements of the form x1⊗· · ·⊗xk
where xi = xi+1 for some i = 1, ..., k−1. If M is an A-module, then ΛkZM becomes
an A∗-module under the diagonal action a · (x1 ∧ · · · ∧ xk) = ax1 ∧ · · · ∧ axk where
a ∈ A∗ and xi ∈M .

Corollary 2.3. Let A be a commutative ring with S(m)-sequence a = (a1, ..., am).
Let M be an A-module. Then for all integers k, t ≥ 1 with k·t < m the Z[A∗]-module
ΛkZM satisfies

st(a) · ΛkZM = 0.

Proof. Denote by Vk(A) the image of the ring homomorphism ϕk : Z[A∗] → A⊗k

from Lemma 2.2. This is a subring of A⊗k. The abelian group M⊗k has a natural
A⊗k-module structure

A⊗k ×M⊗k →M⊗k : (b1 ⊗ · · · ⊗ bk, x1 ⊗ · · · ⊗ xk) 7→ b1x1 ⊗ · · · ⊗ bkxk,
hence, a natural Vk(A)-module structure, by restriction of scalars. The abelian
subgroup of M⊗k generated by x1⊗· · ·⊗xk with xi = xi+1 for some i = 1, ..., k−1
is a Vk(A)-submodule since Vk(A) is generated as an abelian group by elements
of the form b ⊗ · · · ⊗ b with b ∈ A∗. It follows that the quotient module ΛkZM
has a natural structure of a Vk(A)-module. Restriction of scalars along the ring
homomorphism ϕk : Z[A∗] → Vk(A) induces the diagonal A∗-action on ΛkM . By
Lemma 2.2, the map ϕk sends st(a) to zero in Vk(A). The result follows. �

Let R be a ring and M an R-module. Then the group of units R∗ acts on M
via abelian group automorphisms. In particular, R∗ acts linearly on the integral
homology groups Hq(M,Z) of M , by functoriality of group homology. This action
makes Hq(M,Z) into a Z[R∗]-module.

Proposition 2.4. Let R be a commutative ring with S(m)-sequence a = (a1, ..., am).
Let M be an R-module. Then for all integers t, q ≥ 1 with tq < m the integral ho-
mology groups Hq(M,Z) of M are st(a)-torsion, that is, localization at st(a) yields

[st(a)−1] Hq(M,Z) = 0.

Proof. Recall that the S(m)-sequence a = (a1, ..., am) makes R into an S(m)-
algebra. Restriction of scalars makes M into an S(m)-module and Hq(M,Z) into
an S(m)∗-module such that

[st(X)−1] Hq(M,Z) = [st(a)−1] Hq(M,Z).

So, we can assume R = S(m) and X = a.
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Consider M as a constant simplicial S(m)-module. Choose a weak equivalence
P∗ → M in the category of simplicial S(m)-modules such that P∗ is projective
in each degree. For instance, the image under the Dold-Kan correspondence of
an S(m)-projective resolution of M will do. The classifying space-functor ap-
plied to the map of simplicial abelian groups P∗ →M yields an S(m)∗-equivariant
weak equivalence of simplicial sets BP∗ → BM and hence S(m)∗-equivariant iso-
morphisms Hq(BP∗) ∼= Hq(BM) of integral homology groups. To the S(m)∗-
equivariant simplicial space s 7→ BPs is associated a strongly convergent first quad-
rant spectral sequence of S(m)∗-modules

E1
r,s = Hr(BPs,Z)⇒ Hr+s(BP∗,Z) = Hr+s(BM,Z)

where d1 : Hr(Ps) → Hr(Ps−1) is the alternating sum of the face maps of the
simplicial abelian group s 7→ Hr(BPs). Since the ring S(m) is flat over Z, each Ps
is a torsion-free abelian group, and thus, the Pontryagin map ΛrZPs → Hr(BPs)
is an isomorphism of S(m)∗-modules [Bro82, Theorem V.6.4.(ii)]. By Corollary
2.3, the S(m)∗-module ΛrZPs is st(X)-torsion for all tr < m. Since E2

0,s = 0 for
s ≥ 1, it follows from the spectral sequence that Hq(M) is st(X)-torsion whenever
1 ≤ tq < m. �

The rest of the section is devoted to proving Theorem 2.5 below which is an
analog of [NS89, Theorem 1.11] for groups related to SLn and En. Let A be a ring
and Z(A) its center. Let q ≥ 1 be an integer. The inclusions

GLq(A) ⊂ GLq+1(A) ⊂ GL(A) : M 7→ (M 0
0 1 )

define group homomorphisms det : GLq(A) → GL(A)ab = K1(A) whose kernel we
denote by SGq(A). If A is an S(m)-algebra, we will need an action of S(m)∗ on the
integral homology groups of SGq(A). For that end, let Ā∗ be the image in K1(A) of
the map Z(A)∗ ⊂ GL1(A)→ K1(A). We denote by Gq(A) the subgroup of GLq(A)
consisting of those matrices T ∈ GLq(A) whose class det(T ) ∈ K1(A) lies in the
subgroup Ā∗ ⊂ K1(A). Note that Gq(A) contains all invertible diagonal matrices
with entries in Z(A). In particular, the map det : GLq(A) → K1(A) restricts to a
surjective group homomorphism det : Gq(A)→ Ā∗, and we have an exact sequence
of groups

1→ SGq(A) −→ Gq(A)
det−→ Ā∗ → 1.

We will write AffGp,q(A) and AffSGp,q (A) for the following subgroups of GLp+q(A)

AffGp,q =
(

Gq(A) 0
Mp,q(A) 1p

)
and AffSGp,q =

(
SGq(A) 0
Mp,q(A) 1p

)
.

For any M ∈Mp,q(A) and T ∈ GLq(A), the matrices T and(
T 0
M 1p

)
=
(

1q 0

MT−1 1p

) (
T 0
0 1p

)
have the same class in K1(A). It follows that the map det : GLp+q(A) → K1(A)

restricts to a surjective group homomorphism AffGp,q(A)→ Ā∗ with kernel the group

AffSGp,q (A). Hence, for integers q ≥ 1, p ≥ 0 the exact sequence of groups

1→ AffSGp,q (A) −→ AffGp,q(A)
det−→ Ā∗ → 1

makes the homology groups Hr(AffSGp,q (A)) into left Ā∗-modules [Bro82, Corollary
III.8.2].
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For an S(m)-algebra A, we denote by sm,t ∈ Z[Ā∗] the image of sm,t ∈ Z[S(m)∗]
under the ring homomorphism Z[S(m)∗]→ Z[Ā∗] induced by the group homomor-
phism S(m)∗ → Z(A)∗ → Ā∗. The following is our analog of [NS89, Theorem
1.11].

Theorem 2.5. Let A be an S(m)-algebra. Let t, q ≥ 1 be integers such that q
divides t. Then for all integers p, r ≥ 0 such that rt < mq the inclusion

SGq(A)→ AffSGp,q (A) : M 7→
(
M 0
0 1p

)
induces an isomorphism of Ā∗-modules

Hr(SGq(A)) ∼= s−1
m,−t Hr(AffSGp,q (A)).

Proof. A matrix T ∈ Gq(A) defines an automorphism of the exact sequence of
groups

(2.1) 0→Mp,q(A)→
(
SGq(A) 0
Mp,q(A) 1p

)
→ SGq(A)→ 1

through right multiplication by T−1 on Mp,q(A), through conjugation by
(
T 0
0 1p

)
on the middle term and through conjugation by T on SGq(A). This defines a
left action of the group Gq(A) on the exact sequence and hence an action on the
associated Hochschild-Serre spectral sequence

(2.2) E2
i,j = Hi(SGqA,Hj(Mp,qA))⇒ Hi+j

(
SGq(A) 0
Mp,q(A) 1p

)
which descents to an Gq/SGq = Ā∗-action via the determinant map Gq(A) →
Ā∗, in view of the basic functoriality of group homology recalled at the beginning
of this section. Since the surjection in the exact sequence (2.1) splits, we have
Hi(SGq,Z) = E2

i,0 = E∞i,0.
On the homology groups Hi(SGqA,Hj(Mp,qA)), the element T ∈ Gq(A) acts

through conjugation on SGq(A) and right multiplication by T−1 on Mp,q(A). Since
q divides t, we can write t = q · k for some integer k ≥ 1. For ā ∈ Ā∗, the element
〈ā−t〉 acts on the spectral sequence as the diagonal matrix T = a−k ·1q ∈ Gq where
a ∈ Z(A)∗ is a lift of ā ∈ Ā∗. This element acts on the pair (SGqA,Hj(Mp,qA))
through conjugation by a−k · 1q on SGqA which is the identity map, and through
right translation by T−1 = (a−k · 1q)−1 = ak · 1q on Mp,qA which is the action by
〈ak〉 ∈ Z[Ā∗] induced by the usual left Z(A)-module structure on Mp,qA. In view
of Proposition 2.4 with R = S(m) it follows that for j ≥ 1 and kj < m we have

s−1
m,−t Hi(SGqA,Hj(Mp,qA)) = Hi(SGqA, s

−1
m,kHj(Mp,qA)) = 0.

Moreover,

s−1
m,−t Hi(SGqA,H0(Mp,qA)) = Hi(SGqA, s

−1
m,kH0(Mp,qA)) = Hi(SGqA,Z)

since sm,k acts through ε(sm,k) = 1 on H0(Mp,qA) = Z. Localizing the spectral se-

quence (2.2) at sm,−t ∈ Z[Ā∗] yields a spectral sequence which satisfies s−1
m,−t E

2
i,j =

s−1
m,−t E

∞
i,j = 0 for tj < mq and j ≥ 1, and s−1

m,−t E
2
i,0 = s−1

m,−t E
∞
i,0 = Hi(SGq,Z).

The claim follows. �

It will be convenient to reinterpret this result in somewhat different notation.
To that end, let A be an S(m)-algebra. We introduce the rings Λ and Λm,t as

Λ = Z[Ā∗], Λm,t = (sm,−t)
−1Λ.
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Note that the natural maps of groups GLq(A) → K1(A) induce ring homomor-
phisms Z[Gq(A)]→ Λ→ Λm,t compatible with the inclusions Gq(A) ⊂ Gq+1(A).

Corollary 2.6. Let A be an S(m)-algebra. Let t, q ≥ 1 be integers such that q
divides t. Then for all integers p ≥ 0 the canonical inclusions of groups and rings
SGq(A) ⊂ Gq(A) ⊂ AffGp,q(A) and Z ⊂ Λm,t induce maps of complexes

Z
L
⊗SGq(A) Z−→Λm,t

L
⊗Gq(A) Z−→Λm,t

L
⊗AffG

p,q(A) Z

which are isomorphisms on homology groups in degrees r < mq/t.

Proof. Recall that for a subgroup N ⊂ G of a group, we have Shapiro’s Lemma

Z[N\G]
L
⊗G Z = Z

L
⊗N Z[G]

L
⊗G Z = Z

L
⊗N Z

since Z[N\G] = Z ⊗N Z[G] = Z
L
⊗N Z[G] as Z[G] is a free N -module. If N is

normal in G then G/N = N\G is a group and Z[G/N ]
L
⊗G Z is a complex of left

G/N -modules where G/N acts as left multiplication on Z[G/N ]. On homology, the
isomorphism

Hi(Z[G/N ]
L
⊗G Z) ∼= Hi(Z

L
⊗N Z) = Hi(N)

is an isomorphism of G/N -modules where the action on Hi(N) is the usual conju-

gation action. Applied to N = AffSGp,q and G = AffGp,q, we have an isomorphism

Hi(Λ
L
⊗AffG

p,q
Z) ∼= Hi(AffSGp,q )

of Λ-modules. Localizing at sm,−t using Theorem 2.5, the result follows. �

3. Stability in homology and K-theory

Let A be a ring and recall from Section 2 the definition of the groups Gq(A) for
q ≥ 1. We set G0(A) = {1}, the one-element group. Let n ≥ r ≥ 0 be integers. We
denote by Ur(A

n) ⊂Mn,r(A) the set of left invertible n×r matrices with entries in
A, and by GUr(A

n) ⊂ Ur(An) the subset of those left invertible matrices which can
be completed to a matrix in Gn(A). For instance U0(An) = GU0(An) = 0 is the
one element set and GUn(An) = Gn(A). By convention, Ur(A

n) = GUr(A
n) = ∅

whenever r < 0 or r > n. By [NS89, Lemma 2.1] we have Ur(A
n) = GUr(A

n) for
r ≤ n− sr(A).

We define a complex C(An) of abelian groups whose degree r component is
the free abelian group Cr(A

n) = Z[GUr(A
n)] generated by the set GUr(A

n). For
i = 1, ..., r one has maps of abelian groups δir : Cr(A

n) → Cr−1(An) defined on
basis elements by δir(v1, ..., vr) = (v1, ..., v̂i, ..., vr) omitting the i-th entry where
(vi, ..., vr) is a left invertible matrix with i-th column the vector vi. We set

(3.1) dr =

r∑
i=1

(−1)i−1δir : Cr(A
n)→ Cr−1(An),

and it is standard that drdr+1 = 0. This defines the chain complex C(An).

Lemma 3.1. Let A be a ring and n ≥ 0 an integer. Then for all i ≤ n− sr(A) we
have

Hi(C(An)) = 0.
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Proof. We check that the proof of [NS89, Lemma 2.2] goes through with Gn(A) in

place of GLn(A). If we denote by C̃(An) the complex with C̃q(A
n) = Z[Uq(A

n)] in
degree q and differential given by the same formula as for C(An), then we have an

inclusion of complexes C(An) ⊂ C̃(An) with Cq(A
n) = C̃q(A

n) for q ≤ n − srA,

by [NS89, Lemma 2.1]. By [vdK80, 2.6. Theorem (i)] we have Hi(C̃(An)) = 0
whenever i ≤ n − srA. Thus, it suffices to show that the boundary dx of every
x ∈ Un−r+1(A) is a boundary in C(An) where r = sr(A). By [NS89, Lemma 2.1],
there is a matrix α ∈ En(A) ⊂ Gn(A) such that αx =

(
1n−r u

0 v

)
with u ∈Mn−r,1(A)

and v ∈Mr,1(A). Left invertibility of αx implies that there are T ∈Mn−r,r(A) and

b ∈M1,r such that u+Tv = 0 and bv = 1. The matrix β =
(

1n−r B
0 1r,r

)(
1n−r −T

0 1r,r

)
is a product of elementary matrices where B ∈Mn−r,r(A) is the matrix all of whose

rows equal b. Then βαx =
(

1n−r e1+···+en−r

0 v

)
and the matrix w = (βαx, en−r+1)

satisfies δn−r+2
n−r+2(w) = βαx. For i = 1, ..., n − r + 1, the matrix δin−r+2(w) can be

completed to the matrix (δin−r+2(w), en−r+2, ..., en) ∈ SGn(A). It follows that

y = x+ (−1)n−r+2dα−1β−1w ∈ Cn−r+1(An)

and dy = dx. �

The group GLn(A) acts on Ur(A
n) by left matrix multiplication, and so does

its subgroup Gn(A). This makes the complex C(An) into a complex of left Gn(A)-
modules. We may sometimes drop the letter A in the notation Gn(A), SGn(A) etc
when the ring A is understood.

Lemma 3.2. For any ring A, right Gn(A)-module M and integers i, n ≥ 0 with
i ≤ n− sr(A) we have

Hi(M
L
⊗Gn(A) C(An)) = 0.

Proof. This follows from Lemma 3.1 in view of the spectral sequence

E2
p,q = TorGn

p (M,Hq(C(An)))⇒ Hp+q(M
L
⊗Gn C(An)).

�

For our arguments below we frequently need the following assumptions using the
notation from Section 2.

(∗) Let m,n0, t ≥ 1, n ≥ 0 be integers such that A has an S(m)-algebra
structure, n0 · t < m and 0 ≤ n ≤ n0, and t is a multiple of every positive
integer ≤ n0. Set σ = sm,−t ∈ Z[Ā∗].

For an integer r, we denote by C≤r(A
n) the subcomplex of C(An) which is

C≤r(A
n)i = Ci(A

n) for i ≤ r and C≤r(A
n)i = 0 otherwise. So, C≤r(A

n)/C≤r−1(An)
is Cr(A

n) placed in homological degree r. This defines a filtration on C(An) by
complexes of Gn(A)-modules and thus a spectral sequence of Λ-modules

(3.2) E1
p,q(A

n) = TorGn
p (Λm,t, Cq(A

n))⇒ Hp+q(Λm,t
L
⊗Gn

C(An))

with differential dr of bidegree (r− 1,−r). The spectral sequence (3.2) comes with
a filtration by Λ-modules

0 ⊂ Fp+q,0 ⊂ Fp+q−1,1 ⊂ Fp+q−2,2 ⊂ · · · ⊂ F0,p+q = Hp+q(Λm,t
L
⊗Gn

C(An))
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where Fp+q−s,s is the image of

Hp+q(Λm,t
L
⊗Gn C≤s(A

n))→ Hp+q(Λm,t
L
⊗Gn C(An)),

and Fp+q−s,s/Fp+q−s+1,s−1
∼= E∞p+q−s,s(A

n).

Lemma 3.3. Assume (∗). Then the spectral sequence (3.2) has

E1
p,q(A

n) =


Hp(SGn−q(A),Z), 0 ≤ q < n, p ≤ n0

Λm,t, p = 0, q = n

0, q = n and p 6= 0, or q < 0, or q > n.

Proof. By definition, the group Gn(A) acts transitively on the set GUq(A
n) with

stabilizer at (en−q+1, ..., en) ∈ GUq(An) the subgroup AffGq,n−q(A). Recall (Shapiro’s
Lemma) that for any right G-module M we have the quasi-isomorphism

M
L
⊗N Z ∼→M

L
⊗G Z[G/N ]

induced by the inclusions N ⊂ G and Z ⊂ Z[G/N ]. For M = Λm,t, G = Gn(A)

and N = AffGq,n−q(A) we therefore have quasi-isomorphisms

Λm,t
L
⊗AffG

q,n−q
Z ∼→ Λm,t

L
⊗Gn

Z[Gn/AffGq,n−q] = Λm,t
L
⊗Gn

Cq(A
n).

In view of Corollary 2.6, for q < n we have the map of complexes

Z
L
⊗SGn−q Z−→Λm,t

L
⊗AffG

q,n−q
Z.

which induces an isomorphism on homology in degrees ≤ n0 < m/t ≤ m(n− q)/t.
For q = n we have Cn(An) = Z[Gn] and thus,

Λm,t
L
⊗Gn

Cn(An) = Λm,t
L
⊗Gn

Z[Gn] = Λm,t.

�

Lemma 3.4. Assume (∗). Then for 0 < q < n and p ≤ n0, the differential
d1
p,q : E1

p,q(A
n)→ E1

p,q−1(An) in the spectral sequence (3.2) is zero if q is even and
for q odd it is the map

Hp(SGn−q(A),Z)→ Hp(SGn−q+1(A),Z)

induced by the standard inclusion SGn−q(A)→ SGn−q+1(A).
For q = n we have d1

p,n = 0 for p 6= 0, and d1
0,n = 0 for n even and for n odd

d1
0,n is the map Λm,t → Z induced by the augmentation ε : Λ = Z[Ā∗]→ Z.

Proof. The differential d1
p,q is the map

d1
p,q =

q∑
j=1

(−1)j−1(1⊗ δj)∗ : Hp(Λm,t
L
⊗Gn

Z[GUq])→ Hp(Λm,t
L
⊗Gn

Z[GUq−1])

where δj : Z[GUq] → Z[GUq−1] is induced by the map δj : GUq → GUq−1 defined
by (v1, ..., vq) 7→ (v1, ..., v̂j , ..., vn).
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Assume first that q < n. Consider the diagram

Z
L
⊗SGn−q

Z
1⊗un

q //

��

Z
L
⊗SGn

Z[GUq(A
n)] //

1⊗δj
��

Λm,t
L
⊗Gn

Z[GUq(A
n)]

1⊗δj
��

Z
L
⊗SGn−q+1

Z
1⊗un

q−1// Z
L
⊗SGn

Z[GUq−1(An)] // Λm,t
L
⊗Gn

Z[GUq−1(An)]

induced by the natural inclusions of groups and rings SGn−q ⊂ AffSGq,n−q ⊂ Gn,
SGn−q ⊂ SGn−q+1, Z ⊂ Λm,t and where unq : Z→ Z[GUq(A

n)] sends 1 to the left
invertible matrix (en−q+1, ..., en). The horizontal compositions induce the isomor-
phisms in Lemma 3.3 upon taking homology in degrees ≤ n0. We will show that
the outer diagram commutes upon taking homology groups. This implies the claim
for q < n. Since the right square commutes, it suffices to show that the left square
commutes upon taking homology.

We will use the basic functoriality of group homology as recalled at the beginning
of section 2. Upon taking homology, the left hand square of the diagram is the
diagram

H∗(SGn−q,Z)
(inn−q,u

n
q )∗ //

(in−q+1
n−q ,1)∗

��

H∗(SGn,Z[GUq])

(1,δj)∗

��
H∗(SGn−q+1,Z)

(inn−q+1,u
n
q−1)∗

// H∗(SGn,Z[GUq−1])

where unr is the left invertible matrix (en−r+1, ..., en) and isr : SGr → SGs denotes
the standard embedding for r ≤ s. Consider the matrix

h = (e1, ..., en−q, τen−q+j , δ
junq ) ∈ SGn

where τ ∈ {1,−1} is chosen so that det(h) = 1 ∈ K1(A). Then h · inn−q ·h−1 = inn−q
and δj(unq ) = h ·unq−1. In view of the basic functoriality of group homology, the two

compositions (inn−q, δ
junq )∗ and (inn−q, u

n
q−1)∗ are equal, and the square commutes.

Hence the lemma for q < n.
For q = n and p 6= 0 we have d1

p,n = 0 since E1
p,n(An) = 0. To prove the claim

for q = n and p = 0, we need to show the commutativity of the diagram

Λm,t
1⊗un

n

∼=
//

ε

��

Λm,t⊗Gn
Z[Gn(A)]

1⊗δj

��
Z

1⊗un
n−1 // Λm,t⊗Gn

Z[GUn−1(An)].

Since (3.2) is a spectral sequence of Λm,t-modules, this diagram is a diagram of
Λm,t-modules. So, it suffices to show that the two compositions send 1 ∈ Λm,t to
the same element, that is, we need to see that

1⊗ δj(unn) = 1⊗ unn−1 ∈ Λm,t⊗GnZ[GUn−1(An)]

for all j = 1, ..., n. Consider the matrix hj = (τej , e1, e2, ..., êj , ..., en) ∈ SGn(A)
where τ ∈ {1,−1} is chosen so that det(hj) = 1 ∈ K1(A). Then δj(unn) = hj · unn−1

and thus

1⊗ δj(unn) = 1⊗ hj · unn−1 = hj ⊗ unn−1 = 1⊗ unn−1 ∈ Λm,t⊗Gn
Z[GUn−1(An)]
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since hj ∈ SGn(A) goes to 1 ∈ Ā∗ under the map Gn(A)→ Ā∗. �

Proposition 3.5. Assume (∗). The differentials drp,q in the spectral sequence (3.2)
are zero for r ≥ 2 and p ≤ n0.

Proof. We argue by induction on n. For n = 0, 1, the differentials dr, r ≥ 2, are
zero since Erp,q(A

n) = 0 for q 6= 0, 1. Assume n ≥ 2. Similar to [NS89], consider

the homomorphism of complexes ψ : C(An−2)[−2]→ C(An) defined in degree q by
ψ = ψ0 − ψ1 + ψ2 where for (v1, ..., vq−2) ∈ GUq−2(An−2) the map ψi is given by

ψ0(v1, ..., vq−2) = (v1, ..., vq−2, en−1, en)

ψ1(v1, ..., vq−2) = (v1, ..., vq−2, en−1, en − en−1)

ψ2(v1, ..., vq−2) = (v1, ..., vq−2, en, en − en−1).

The map ψ commutes with differentials and is compatible with the actions by
Gn−2(A) and Gn(A) via the standard inclusion Gn−2(A) ⊂ Gn(A). Hence, ψ
induces a map of spectral sequences E(An−2)[0,−2] → E(An). Denote by E and

Ẽ the spectral sequences E(An) and E(An−2)[0,−2]. From Lemma 3.3, we have

Ẽ1
p,q = E1

p,q−2(An−2) =


Hp(SGn−q(A),Z) 2 ≤ q < n, p ≤ n0

Λm,t q = n, p = 0

0 q = n and p 6= 0, or q < 2, or q > n.

The claim follows by induction on r using the following lemma. �

Lemma 3.6. Assume (∗). Under the identifications of Lemma 3.3, the homomor-

phism ψ : Ẽ1
p,q → E1

p,q is the identity for 2 ≤ q ≤ n and p ≤ n0.

Proof. Keeping the notations of the proof of Lemma 3.4, we will check the commu-
tativity of the following diagrams for j = 0, 1, 2 upon taking homology groups

Z
L
⊗SGn−q

Z
1⊗un−2

q−2 //

1⊗un
q ))

Z
L
⊗SGn−2

Z[GUq−2(An−2)] //

1⊗ψj

��

Λm,t
L
⊗Gn−2

Z[GUq−2(An−2)]

1⊗ψj

��

Z
L
⊗SGn

Z[GUq(A
n)] // Λm,t

L
⊗Gn

Z[GUq(A
n)]

(3.3) Λm,t
1⊗un−2

n−2 //

1⊗un
n ))

Λm,t⊗Gn−2
Z[Gn−2]

1⊗ψj

��
Λm,t⊗GnZ[Gn]

where in the first diagram 2 ≤ q < n, and the second diagram takes care of q = n.
Since ψ = ψ0 − ψ1 + ψ2, commutativity of the diagrams on homology groups will
imply the claim.
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In the first diagram the right hand square commutes, and so we are left with
showing the commutativity of the left hand square on homology, that is, the com-
mutativity of the diagram

(3.4) Hp(SGn−q,Z)
(in−2

n−q,u
n−2
q−2 )∗ //

(inn−q,u
n
q )∗ ++

Hp(SGn−2,Z[GUq−2(An−2)])

(inn−2,ψj)∗

��
Hp(SGn,Z[GUq(A

n)]).

Commutativity for j = 0 is clear. For j = 1 we consider the following matrix
h = (e1, ..., en−1, en− en−1) ∈ SGn(A). For 2 ≤ q < n we have h · inn−q ·h−1 = inn−q
and h ◦ unq = ψ1(un−2

q−2 ), this shows commutativity of diagram (3.4) in this case.

For j = 2, we replace the matrix h with the matrix (e1, ..., en−2, en, en − en−1) in
SGn(A). This finishes the proof of commutativity of (3.4) for j = 0, 1, 2.

To show commutativity of the second diagram (3.3), note that it is a diagram of
Λm,t-modules and that the horizontal and diagonal arrows are isomorphisms with

inverses the multiplication maps Λm,t ⊗G Z[G]
1⊗det−→ Λm,t ⊗ Λm,t → Λm,t. Since

ψj(u
n−2
n−2) = 1 = unn ∈ Ā∗ ⊂ K1(A), the claim follows. �

Theorem 3.7. Let A be a ring with many units. Then the natural homomorphism

Hi(SGn−1(A),Z)→ Hi(SGn(A),Z)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

Proof. Choose n0,m, t as in (∗). In particular n ≤ n0. Then we have the spectral
sequence (3.2) with E1-term given by Lemma 3.3 and d1

p,q was computed in Lemma

3.4 for p ≤ n0. By Proposition 3.5 and Lemma 3.2 we have E2
p,q = E∞p,q = 0 for

n ≥ p+ q + sr(A) and p ≤ n0. The claim follows. �

We can reformulate Theorem 3.7 in terms of elementary linear groups. Recall
[Bas64, §1] that the group of elementary r× r-matrices of a ring A is the subgroup
Er(A) of GLr(A) generated by the elementary matrices ei,j(a) = 1+a ·eieTj , a ∈ A.

Lemma 3.8. Let A be a ring with many units. Then for n > sr(A), we have
En(A) = SGn(A), and this group is the commutator and the maximal perfect sub-
group of GLn(A). Moreover, the natural map GLn(A) → K1(A) is surjective for
n ≥ sr(A).

Proof. We clearly have En(A) ⊂ SGn(A). It follows from the GLn-version of The-
orem 3.7 proved in [NS89] that the natural map GLn(A)→ K1(A) is surjective for
n ≥ sr(A) and GLn(A)ab = K1(A) for n > sr(A). Therefore, GLn(A)/SGn(A) ∼=
K1(A) for n ≥ sr(A) and SGn(A) = [GLn(A), GLn(A)] for n > sr(A).

For the rest of the proof assume n > sr(A). From [Vas69, Theorem 3.2], we have
GLn(A)/En(A) = K1(A), hence En(A) = SGn(A). Classically, the group En(A) is
perfect for n ≥ 3 [Bas64, Corollary 1.5]. Alternatively, from Theorem 3.7, we have
an isomorphism

H1(SGn(A)) ∼= H1(E(A)) = 0

since the infinite elementary linear group E(A) is perfect and colimr SGr(A) =
E(A). Hence, the group En(A) is perfect (also when n = 2). Since the quotient
GLn(A)/En(A) = K1(A) is abelian, the group En(A) is the maximal perfect sub-
group of GLn(A). �
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Theorem 3.9. Let A be a ring with many units. Then the natural homomorphism

Hi(En−1(A),Z)→ Hi(En(A),Z)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

Proof. This follows from Theorem 3.7 in view of Lemma 3.8. �

Denote by BGL+
n (A) the space obtained by applying Quillen’s plus construction

to the classifying space BGLn(A) of GLn(A) with respect to the maximal perfect
subgroup of GLn(A). The following proves a conjecture of Bass [Bas73, Conjecture
XVI on p. 43] in the case of rings with many units.

Theorem 3.10. Let A be a ring with many units, and let n ≥ 1 be an integer.
Then the natural homomorphism

πiBGL
+
n−1(A)→ πiBGL

+
n (A)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

Proof. The case i = 0 is trivial and the case i = 1 follows at once from Lemma 3.8.
Now, assume i ≥ 2 and n ≥ i + sr(A) ≥ 2 + sr(A). Denote by Fn(A) the

homotopy fibre of the map BGL+
n−1(A)→ BGL+

n (A). If follows from Lemma 3.8,

that Fn is also the homotopy fibre of BE+
n−1(A)→ BE+

n (A). Since En−1(A) and
En(A) are perfect, Fn(A) is connected and π1Fn(A) is abelian as a quotient of
π2BE

+
n (A). From Theorem 3.9 and the (relative) Serre spectral sequence

E2
r,s = Hr(BE

+
n (A), Hs(pt,Fn))⇒ Hr+s(BE

+
n (A), BE+

n−1(A))

associated to the fibration Fn → BE+
n−1(A) → BE+

n (A) with simply connected
base we find

Hi−1(Fn,pt) = Hi(pt,Fn) = Hi(En(A), En−1(A))

for i ≤ n − sr(A) + 1 where pt ∈ Fn(A) denotes the base point of Fn(A). By
Hurewicz’s Theorem, it follows from Theorem 3.9 that the natural map

πi−1(Fn(A),pt)→ Hi−1(Fn(A),pt)

is an isomorphism for i ≤ n− sr(A) + 1. In particular, we have

πi−1(Fn(A),pt) = Hi(En(A), En−1(A)) = 0, i ≤ n− sr(A).

Hence the result. �

Recall that for a commutative ring A and integer n ≥ 1, the special linear group
SLn(A) of A is the kernel of the determinant map GLn(A)→ A∗.

Theorem 3.11. Let A be a local commutative ring with infinite residue field,
and let n ≥ 2 be an integer. Denote by Fn(A) the homotopy fibre of the map
BGL+

n−1(A)→ BGL+
n (A). Then for i ≥ 1 we have

πi−1Fn(A) =

{
0, i < n
Hi(SLn(A), SLn−1(A)), i = n.

Proof. Note that for A as in the theorem Er(A) = SLr(A) is the maximal per-
fect subgroup of GLr(A) for all r ≥ 1. Now the proof is the same as for Theo-
rem 3.10, the only improvement being that Fn is already the homotopy fibre of
BEn−1(A)+ → BEn(A)+ for n ≥ 2. �
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Theorem 3.12. Let A be a commutative ring with many units and n ≥ 2 an
integer. Then the natural homomorphism

Hi(SLn−1(A),Z)→ Hi(SLn(A),Z)

is an isomorphism for n ≥ i+ sr(A) + 1 and surjective for n ≥ i+ sr(A).

Proof. For r ≥ sr(A), the natural map GLr(A) → K1(A) is surjective, by Lemma
3.8. When A is commutative we have an exact sequence of groups for r ≥ sr(A)

1→ SGr(A)→ SLr(A)→ SK1(A)→ 0.

Hence, for n ≥ sr(A) + 1 we have the associated Serre spectral sequence

Hi(SK1(A), Hj(SGnA,SGn−1A))⇒ Hi+j(SLn(A), SLn−1(A)).

The result now follows from Theorem 3.7. �

4. Milnor-Witt K-theory

Let A be a commutative ring. Recall that we denote by A∗ the group of units
in A. Elements in the integral group ring Z[A∗] of A∗ corresponding to a ∈ A∗

are denoted by 〈a〉. Note that 〈1〉 = 1 ∈ Z[A∗]. We denote by 〈〈a〉〉 the element
〈〈a〉〉 = 〈a〉−1 ∈ Z[A∗]. Let I[A∗] be the augmentation ideal in Z[A∗], that is, I[A∗]
is the kernel of the ring homomorphism Z[A∗]→ Z : 〈a〉 7→ 1. We denote by [a] the
element [a] = 〈a〉 − 1 ∈ I[A∗]. Under the canonical embedding I[A∗] ⊂ Z[A∗], the
element [a] maps to 〈〈a〉〉.

Lemma 4.1. The augmentation ideal I[A∗] is the Z[A∗]-module generated by sym-
bols [a] for a ∈ A∗ subject to the relation

[ab] = [a] + 〈a〉[b].

Proof. Clearly, the equation [ab] = [a]+ 〈a〉[b] holds in I[A∗]. Let ĨA∗ be the Z[A∗]-
module generated by symbols [a] for a ∈ A∗ subject to the relation [ab] = [a]+〈a〉[b].
Note that [1] = 0 in ĨA∗ because [1 · 1] = [1] + 〈1〉[1] and 〈1〉 = 1 ∈ Z[A∗].

Consider the Z[A∗]-module map ĨA∗ → I[A∗] : [a] 7→ 〈a〉 − 1. The set consisting
of 〈a〉−1 ∈ I[A∗], a ∈ A∗, a 6= 1, defines a Z-basis of I[A∗]. This allows us to define

a Z-linear homomorphism I[A∗] → ĨA∗ : 〈a〉 − 1 7→ [a]. Clearly, the composition

I[A∗] → ĨA∗ → I[A∗] is the identity. Finally, the map I[A∗] → ĨA∗ is surjective
because 〈b〉[a] = [ab]− [b]. �

Definition 4.2. Let A be a commutative ring. We define the graded ring K̂MW
∗ (A)

as the tensor algebra of the augmentation ideal I[A∗] (placed in degree 1) over the
group ring Z[A∗] modulo the Steinberg relation [a][1− a] = 0 for a, 1− a ∈ A∗:

K̂MW
∗ (A) =

⊕
n≥0

K̂MW
n (A) = TensZ[A∗](I[A∗])/[a][1− a].

In view of Lemma 4.1, the graded ring K̂MW
∗ (A) is the Z[A∗]-algebra generated

by symbols [a], a ∈ A∗, in degree 1 subject to the relations

(1) For a, b ∈ A∗ we have [ab] = [a] + 〈a〉[b].
(2) For a, 1− a ∈ A∗ we have the Steinberg relation [a][1− a] = 0.
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It is convenient to write [a1, ..., an], h and ε for the following elements in K̂MW
∗ (A)

[a1, ..., an] = [a1] · · · [an] ∈ K̂MW
n (A),

h = 1 + 〈−1〉, ε = −〈−1〉 ∈ K̂MW
0 (A)

where a1, ..., an ∈ A∗.

Lemma 4.3. Let A be a commutative ring. Then in the ring K̂MW
∗ (A) we have

for all a, b, c, d ∈ A∗ the following relations.

(1) [ab] = [a] + 〈a〉[b]
(2) 〈1〉 = 1 and [1] = 0,

(3) 〈ab〉 = 〈a〉 · 〈b〉 and 〈a〉 is central in K̂MW
∗ (A).

(4) [ab ] = [a]− 〈ab 〉[b], in particular, [b−1] = −〈b−1〉[b].
(5) 〈〈a〉〉[b] = 〈〈b〉〉[a].
(6) If a+ b = 1 then 〈〈a〉〉[b, c] = 0.
(7) If a+ b = 1 then 〈〈a〉〉〈〈b〉〉[c, d] = 0.
(8) 〈〈a〉〉[b, c] = 〈〈a〉〉[c, b].

Proof. Items (1)- (3) follow from the definition of K̂MW
∗ (A).

(4) We have [a] = [ab · b] = [ab ] + 〈ab 〉[b].
(5) We have [a] + 〈a〉[b] = [ab] = [b] + 〈b〉[a] which is 〈〈a〉〉[b] = 〈〈b〉〉[a].
(6) By (5) and the Steinberg relation we have 〈〈a〉〉[b, c] = 〈〈c〉〉[b, a] = 0.
(7) Similarly, we have 〈〈a〉〉〈〈b〉〉[c, d] = 〈〈c〉〉〈〈d〉〉[a, b] = 0, by (5) and the Stein-

berg relation.
(8) From (5) and (3) we have 〈〈a〉〉[b, c] = 〈〈b〉〉[a, c] = 〈〈c〉〉[a, b] = 〈〈a〉〉[c, b]. �

Lemma 4.4. Let A be either a field or a commutative local ring whose residue field
has at least 4 elements. Then for all a, b, c ∈ A∗ the following relations hold in
K̂MW
∗ (A).

(1) [a][−a] = 0
(2) [a][a] = [a][−1] = [−1][a]
(3) [a][b] = ε[b][a] where ε = −〈−1〉
(4) 〈〈a〉〉 · h · [b, c] = 0 where h = 1 + 〈−1〉.
(5) [a2, b] = h · [a, b]
(6) 〈〈a2〉〉[b, c] = 0, in particular, 〈a2〉[b, c] = [b, c].

Proof. (1) First assume ā 6= 1 where ā means reduction modulo the maximal ideal
in A. Then 1− a, 1− a−1 ∈ A∗ and −a = 1−a

1−a−1 . Therefore, [a][−a] = [a][ 1−a
1−a−1 ] =

[a]([1−a]−〈−a〉[1−a−1]) = −〈−a〉[a][1−a−1] = −〈−a〉〈a〉[a−1][1−a−1] = 0 where
the second to last equation is from Lemma 4.3 (4). This already implies the case
when A is a field.

Now assume that A is local whose residue field has at least 4 elements. As-
sume ā = 1 and choose b ∈ A∗ with b̄ 6= 1. Then āb̄ 6= 1. Therefore, 0 =
[ab][−ab] = ([a] + 〈a〉[b])[−ab] = [a][−ab] + 〈a〉[b][−ab] = [a]([−a] + 〈−a〉[b]) +
〈a〉[b]([a] + 〈a〉[−b]) = [a][−a] + 〈−a〉[a][b] + 〈a〉[b][a]. Hence, for all b̄ 6= 1 we have
[a][−a] = −〈−a〉[a][b]− 〈a〉[b][a]. Now, choose b1, b2 ∈ A∗ such that b̄1, b̄2, b̄1b̄2 6= 1.
This is possible if the residue field of A has at least 4 elements. Then [a][−a] =
−〈−a〉[a][b1b2] − 〈a〉[b1b2][a] = −〈−a〉[a]([b1] + 〈b1〉[b2]) − 〈a〉([b1] + 〈b1〉[b2])[a] =
−〈−a〉[a][b1] − 〈a〉[b1][a] + 〈b1〉(−〈−a〉[a][b2] − 〈a〉[b2][a]) = [a][−a] + 〈b1〉[a][−a].
Hence, 〈b1〉[a][−a] = 0. Multiplying with 〈b−1

1 〉 yields the result.
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(2) We have [a][a] = [(−1)(−a)][a] = ([−1] + 〈−1〉[−a])[a] = [−1][a]. Similarly,
[a][a] = [a][(−1)(−a)] = [a]([−1] + 〈−1〉[−a]) = [a][−1].

(3) We have 0 = [ab][−ba] = ([a] + 〈a〉[b])[−ab] = [a][−ab] + 〈a〉[b][−ab] =
[a]([−a] + 〈−a〉[b]) + 〈a〉[b]([a] + 〈a〉[−b]) = 〈−a〉[a][b] + 〈a〉[b][a]. Multiplying with
〈a−1〉 yields [a][b] = −〈−1〉[b][a].

(4) From Lemma 4.3 (8) and Lemma 4.4 (3) we have 〈〈a〉〉[b, c] = −〈−1〉〈〈a〉〉[b, c]
and thus 〈〈a〉〉(1 + 〈−1〉)[b, c] = 0.

(5) We have [a2, b] = [a, b] + 〈a〉[a, b] = 2[a, b] + 〈〈a〉〉[a, b] = 2[a, b] + 〈〈b〉〉[a, a] =
2[a, b] + 〈〈b〉〉[−1, a] = 2[a, b] + 〈〈−1〉〉[a, b] = h · [a, b].

(6) We have 〈〈a2〉〉[b, c] = 〈〈b〉〉[a2, c] = 〈〈b〉〉 · h · [a, c] = 0. �

Corollary 4.5. Let A be a either a field or a commutative local ring whose residue
field has at least 4 elements. Then in K̂MW

∗ (A) we have [a1, . . . , an] = 0 if ai+aj =
1 or ai + aj = 0 for some i 6= j.

Proof. This follows from the Steinberg relation and Lemma 4.4 (1) and (3). �

Definition 4.6. Let A be a commutative ring. We define the ring

GW (A)

as the quotient of the group ring Z[A∗] modulo the following relations.

(1) For all a ∈ A∗ we have 〈〈a〉〉h = 0.
(2) (Steinberg relation) For all a, 1− a ∈ A∗ we have 〈〈a〉〉〈〈1− a〉〉 = 0.

Definition 4.7. Let A be a commutative ring. We define the Z[A∗]-module

V (A)

as the quotient of the augmentation ideal I[A∗] modulo the relations

(1) For all a, b ∈ A∗ we have 〈〈a〉〉 · h · [b] = 0.
(2) (Steinberg relation) For all a, 1− a ∈ A∗ we have 〈〈a〉〉[1− a] = 0.

Since 〈〈a〉〉[b] = 〈〈b〉〉[a] in I[A∗] and hence in V (A), we see that the Z[A∗]-module
V (A) is naturally a GW (A)-module.

Proposition 4.8. Let A be commutative ring. Then the natural surjections Z[A∗]→
GW (A) and I[A∗]→ V (A) induce a surjective map of graded rings

K̂MW
∗ (A)→ TensGW (A) V (A) / [a][1− a].

If A is either a field or a local ring whose residue field has at least 4 elements then
this map is an isomorphism in degrees ≥ 2.

Proof. It is clear that the map in the proposition is a surjective ring homomorphism.
Its kernel is the (homogeneous) ideal in K̂MW

∗ (A) generated by the elements of the
form 〈〈a〉〉h (a ∈ A∗), 〈〈a〉〉〈〈1− a〉〉 and 〈〈a〉〉[1− a] (a, 1− a ∈ A∗). If A is a field
or a local ring with residue field cardinality ≥ 4, then this ideal is zero in degrees
≥ 2, in view of Lemmas 4.3 (6), (7) and 4.4 (3), (4). �

Remark 4.9. Since the homomorphism of graded rings in Proposition 4.8 is sur-
jective for any commutative ring A, all formulas in Lemma 4.3 also hold in the
target of that map.

In case A is a field the following definition is due to Hopkins and Morel [Mor12,
Definition 3.1]. For commutative local rings, the definition was also considered in
[GSZ16].
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Definition 4.10. Let A be a commutative ring. The Milnor-Witt K-theory of A
is the graded associative ring KMW

∗ (A) generated by symbols [a], a ∈ A∗, of degree
1 and one symbol η of degree −1 subject to the following relations.

(1) For a, 1− a ∈ A∗ we have [a][1− a] = 0.
(2) For a, b ∈ A∗, we have [ab] = [a] + [b] + η[a][b].
(3) For each a ∈ A∗, we have η[a] = [a]η, and
(4) η2[−1] + 2η = 0.

Definition 4.11. Let A be a commutative ring and n an integer. Let K̃MW
n (A) be

the abelian group generated by symbols of the form [ηm, u1, ..., un+m] with m ≥ 0,
n+m ≥ 0, ui ∈ A∗, subject to the following three relations.

(1) [ηm, u1, ..., un+m] = 0 if ui + ui+1 = 1 for some i = 1, ..., n+m− 1.
(2) For all a, b ∈ A∗, m ≥ 0 and i = 1, ...n+m we have

[ηm, u1, ..., ui−1, ab, ui+1, ...] =

[ηm, ..., ui−1, a, ui+1, ...] + [ηm, ..., ui−1, b, ui+1, ...] + [ηm+1, ..., ui−1, a, b, ui+1, ...]

(3) For each m ≥ 0 and i = 1, ..., n+m+ 2 we have

[ηm+2, u1, ..., ui−1,−1, ui+1, ..., un+m+2] + 2[ηm+1, ..., ui−1, ui+1, ..., un+m+2] = 0.

We make K̃MW
∗ (A) =

⊕
n K̃

MW
n (A) into a graded ring with multiplication

K̃MW
r (A)⊗ K̃MW

s (A)→ K̃MW
r+s (A)

defined by

[ηm, u1, . . . , ur+m]⊗ [ηn, v1, ..., vs+n] 7→ [ηm+n, u1, . . . , ur+m, v1, . . . vs+n].

By going through the 3 relations in Definition 4.11 this map is well-defined as map
of abelian groups. The multiplication is obviously associative and unital with unit
1 = [η0]. We define a map of graded rings

KMW
∗ (A)→ K̃MW

∗ (A)

by sending η to [η] and [u] to [η0, u]. It is easy to check that the defining relations

for KMW
∗ (A) hold in K̃MW

∗ (A).

Lemma 4.12. [Mor12, Lemma 3.4] For any commutative ring A , the maps

K̃MW
n (A)→ KMW

n (A) : [ηm, u1, ..., un+m]→ ηm[u1] · · · [un+m]

define an isomorphism of graded rings

K̃MW
∗ (A)

∼=−→ KMW
∗ (A).

Proof. The composition K̃MW
∗ (A) → KMW

∗ (A) → K̃MW
∗ (A) is the identity, and

the first map is surjective. �

For a ∈ A∗ set 〈a〉 = 1+η[a] ∈ KMW
0 (A) and 〈〈a〉〉 = 〈a〉−1 = η[a] ∈ KMW

0 (A).

Lemma 4.13. Let A be a commutative ring. Then for all a, b ∈ A∗ we have in
KMW
∗ (A) the following.

(1) [ab] = [a] + 〈a〉[b]
(2) 〈1〉 = 1 and [1] = 0,
(3) [ab ] = [a]− 〈ab 〉[b], in particular, [b−1] = −〈b−1〉[b].
(4) 〈ab〉 = 〈a〉 · 〈b〉 and 〈a〉 is central in KMW

∗ (A).



EULER CLASS GROUPS 21

(5) The map Z[A∗]→ KMW
0 (A) : 〈a〉 7→ 〈a〉 is a surjective ring homomorphism

making KMW
∗ (A) into a Z[A∗]-algebra.

(6) 〈〈a〉〉 · h = 0 where h = 1 + 〈−1〉.
(7) If a+ b = 1 then 〈〈a〉〉[b] = 0.

Proof. (1) We have [ab] = [a] + [b] + η[a][b] = [a] + (1 + η[a])[b] = [a] + 〈a〉[b].
(2) We have [−1] = [−1]+[1]+η[−1][1], hence 0 = η[1]+η2[−1][1] = η[1]−2η[1] =

−η[1]. This shows 〈1〉 = 1. Now, [1] = [1 · 1] = [1] + 〈1〉[1] = [1] + [1] from which
we obtain [1] = 0.

(3) We have [a] = [ab b] = [ab ] + 〈ab 〉[b].
(4) We have 〈a〉 · 〈b〉 = (1 +η[a])(1 +η[b]) = 1 +η([a] + [b] +η[a][b]) = 1 +η[ab] =

〈ab〉. Moreover, 〈a〉[b] = (1 + η[a])[b] = [b] + η[a][b] = [ab]− [a] = [ba]− [a] whereas
[b]〈a〉 = [b](1 + η[a]) = [b] + η[b][a] = [ba]− [a]. Hence 〈a〉[b] = [b]〈a〉.

(5) It is clear that Z[A∗] → KMW
0 (A) is a ring homomorphism. By Lemma

4.12, the group KMW
0 (A) is additively generated by [η0] and [η, a], equivalently, by

[η0] = 1 = 〈1〉 and [η0] + [η, a] = 〈a〉. Hence, the map of rings is surjective. The
ring KMW

∗ (A) is a Z[A∗]-algebra since KMW
0 (A) is central in KMW

∗ (A).
(6) We have 〈a〉 · h = (1 + η[a]) · h = h because ηh = 0. Hence 〈〈a〉〉 · h = 0
(7) If a+ b = 1 then 〈〈a〉〉[b] = η[a][b] = 0. �

Lemma 4.14. Let A be a commutative ring. Then the following map defines an
isomorphism of rings

GW (A)
∼=−→ KMW

0 (A) : 〈a〉 7→ 〈a〉

Proof. By Lemma 4.13 the map in the lemma is a surjective ring homomorphism.
Using Lemma 4.12, we define the inverse by

K̃MW
0 (A)→ GW (A) : [ηm, a1, . . . , am] 7→

m∏
i=1

〈〈ai〉〉

It is easy to check that this also defines a surjective ring homomorphism. Since the
composition GW (A)→ K̃MW

0 (A)→ GW (A) is the identity, we are done. �

Lemma 4.15. Let A be a commutative ring. Then for a, b ∈ A∗ we have in V (A)

(1) 〈〈a〉〉[b] = 〈〈b〉〉[a]
(2) h[b] = 2[b] + 〈〈b〉〉[−1]

Proof. (1) The equation holds in I[A∗] and hence in its quotient V (A).
(2) We have h[b] = [b] + 〈−1〉[b] = 2[b] + 〈〈−1〉〉[b] = 2[b] + 〈〈b〉〉[−1]. �

Lemma 4.16. Let A be a commutative ring. Then we have an isomorphism of
GW (A) = KMW

0 (A)-modules

V (A)
∼=−→ KMW

1 (A) : [a] 7→ [a].

Proof. By Lemma 4.13 the map in the lemma is well-defined. Using Lemma 4.12
we define the inverse by

K̃MW
1 (A)→ V (A) : [ηm, u1, . . . , um+1] 7→

(
m∏
i=1

〈〈ui〉〉

)
[um+1].

This map preserves the relations of Definition 4.11, the last one follows from Lemma
4.15 (2) which implies 0 = 〈〈a〉〉h[b] = 〈〈a〉〉〈〈b〉〉[−1] + 2〈〈a〉〉[b] ∈ V (A). �



22 MARCO SCHLICHTING

For A a field, the following is a remark (without proof) in [Mor12].

Proposition 4.17. Let A be a commutative ring. The isomorphisms GW (A) ∼=
KMW

0 (A) and V (A) ∼= KMW
1 (A) in Lemmas 4.14 and 4.16 extend to an isomor-

phism of graded rings

TensGW (A) V (A)/{[a][1− a]| a, 1− a ∈ A∗}
∼=−→ KMW

≥0 (A).

Proof. Using Lemma 4.12, the inverse is given by the ring map

K̃MW
≥0 (A) → TensGW (A) V (A)/{[a][1− a]| a, 1− a ∈ A∗}

[ηm, u1, . . . , um+n] 7→

(
m∏
i=1

〈〈ui〉〉

)
[um+1] · · · [um+n]

This map is well-defined and indeed the required inverse in view of Lemma 4.15
and Remark 4.9. �

Now we come to the main result of this section. For fields, a related but different
presentation is given in [HT13].

Theorem 4.18. Let A be either a field or a local ring whose residue field has at
least 4 elements. Then the homomorphism of graded Z[A∗]-algebras

K̂MW
∗ (A)→ KMW

∗ (A) : [a] 7→ [a]

induces an isomorphism for all n ≥ 2

K̂MW
n (A)

∼=−→ KMW
n (A).

Proof. The theorem follows from Propositions 4.8 and 4.17. �

Proposition 4.19. Let A be either a field or a local ring with residue field cardi-
nality at least 4. Let n ≥ 1 an integer. Then for ai ∈ A∗ (1 ≤ i ≤ n) and λi ∈ A∗
(1 ≤ i ≤ n) with λ̄i 6= λ̄j for i 6= j (λ̄ denotes reduction of λ modulo the maximal

ideal), the following relation holds in K̂MW
∗ (A):

[λ1a1, . . . , λnan]− [a1, . . . , an]

=
∑n
i=1 ε

i+n · 〈ai〉 · [(λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . (λn − λi)an, λi].
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Proof. We will prove the statement by induction on n. For n = 1 this is Lemma
4.3 (1). For n ≥ 2 we have

∑n−1
i=1 ε

i+n · 〈ai〉 · [(λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . , (λn − λi)an, λi]

(1)
=

∑n−1
i=1 ε

i+n · 〈ai〉 · [(λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . , λnan, λi]

+
∑n−1
i=1 ε

i+n〈ai〉〈λnan〉[(λ1 − λi)a1, . . . ,̂, . . . , (λn−1 − λi)an−1, 1− λi/λn, λi]

(2)
=

(∑n−1
i=1 ε

i+n−1〈ai〉[(λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . , (λn−1 − λi)an−1, λi]
)

[λnan]

+〈λnan〉
∑n−1
i=1 ε

i+n〈ai〉[(λ1 − λi)a1, . . . ,̂, . . . , (λn−1 − λi)an−1, 1− λi/λn, λn]

(3)
= [λ1a1, . . . , λnan]− [a1, . . . , an−1, λnan]

+ε〈λnan〉
∑n−1
i=1 ε

i+n−1〈ai〉[( λi

λn
− λ1

λn
)a1, . . . ,̂, . . . , ( λi

λn
− λn−1

λn
)an−1, 1− λi

λn
, λn]

(4)
= [λ1a1, . . . , λnan]− [a1, . . . , an]− 〈an〉[a1, . . . , an−1, λn]

+ε〈λnan〉
(

[(1− λ1

λn
)a1, . . . , (1− λn−1

λn
)an−1, λn]− [a1, . . . , an−1, λn]

)
(5)
= [λ1a1, . . . , λnan]− [a1, . . . , an]− 〈an〉[a1, . . . , an−1, λn]

−〈an〉[(λ1 − λn)a1, . . . , (λn−1 − λn)an−1, λn] + 〈an〉[a1, . . . , an−1, λn]

= [λ1a1, . . . , λnan]− [a1, . . . , an]− 〈an〉[(λ1 − λn)a1, . . . , (λn−1 − λn)an−1, λn].

Here, equation (1) follows from

[(λn − λi)an] = [(1− λi/λn) · λnan] = [λnan] + 〈λnan〉[1− λi/λn],

equation (2) follows from [λi] = [λn
λi

λn
] = [λn] + 〈λn〉[ λi

λn
] together with the Stein-

berg relation which yields

[1− λi/λn, λi] = [1− λi/λn, λn].

Equation (3) follows from the induction hypothesis and

[−a/λ, λ] = [a, λ] + 〈a〉[−1/λ, λ] = [a, λ] + 〈−a/λ〉[−λ, λ] = [a, λ].

Equation (4) follows from the induction hypothesis. Equation (5) follows from
[−a/λ, λ] = [a, λ] and 〈−1〉[a, λ] = 〈−1〉[(−λ)(− a

λ )][λ] = 〈−1〉([−λ]+〈−λ〉[−a/λ])[λ] =
〈λ〉[−a/λ, λ] = 〈λ〉[a, λ]. �

5. The obstruction to further stability

The purpose of this section is to prove Theorems 1.2 and 1.5 from the Introduc-
tion. In subsection 5.1, A can be any commutative ring, unless otherwise stated. In
the remaining subsections, A will be a local commutative ring with infinite residue
field k. In this case, A has many units, its stable rank is sr(A) = 1, and we write
ā ∈ k for the reduction of a ∈ A modulo the maximal ideal in A.
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5.1. Multiplicative properties of the spectral sequence. Let A be a commu-
tative ring. For integers n ≥ 0, we consider complexes C(An) where Cr(A

n) is the
free abelian group generated by the set Ur(A

n) of left invertible n×r-matrices with
entries in A and differential given by the formula (3.1). So, C(An) is concentrated
in degrees between 0 and n, and C0(An) = Z and Cn(An) = Z[GLn(A)]. If A is
local, then this complex is the same as the one considered in Section 3. Matrix
multiplication makes C(An) into a complex of left GLn(A)-modules.

As in Section 3, we have a spectral sequence

(5.1) E1
p,q(A

n) = TorGLn
p (Z[A∗], Cq(A

n))⇒ Hp+q(Z[A∗]
L
⊗GLn C(An))

with differential dr of bidegree (r−1,−r) where Z[A∗] is considered a right GLn(A)-
module via the determinant map GLnA → A∗. This is the spectral sequence
E1
p,q(A

n)⇒ Gp+q(A
n) of the exact couple

(5.2)
⊕

p,q E
r
p,q(A

n)
k //⊕

p,qD
r
p,q(A

n)
ρ //

i

��

⊕
p+q Gp+q(A

n)

⊕
p,qD

r
p,q(A

n)k

j

hh

ρ

66

where

D1
p,q(A

n) = Hp+q(Z[A∗]
L
⊗GLn

C≤q(A
n))

E1
p,q(A

n) = Hp+q(Z[A∗]
L
⊗GLn Cq(A

n)[q]) = Hp(Z[A∗]
L
⊗GLn Cq(A

n))

Gp+q(A
n) = Hp+q(Z[A∗]

L
⊗GLn

C(An)).

For r = 1, the maps i, j, k are the maps of the long exact sequence of homology
groups associated with the exact sequence of complexes

0→ C≤q−1(An)→ C≤q(A
n)→ Cq(A

n)[q]→ 0

and the map ρ is induced by the inclusion C≤q(A
n) ⊂ C(An). The derived couple

is obtained by keeping G and replacing D with Im(j), E with the homology of
(E, j ◦ k), and i, j, k, ρ with certain induced maps.

The spectral sequence comes with a filtration of the abuttment

(5.3) 0 ⊂ Fp+q,0(An) ⊂ Fp+q−1,1(An) ⊂ · · · ⊂ F0,p+q(A
n) = Gp+q(A

n)

where Fp,q(A
n) is the image of ρ : Dp,q(A

n) → Gp+q(A
n) (that image is indepen-

dent of r) and an exact sequence

(5.4) 0→ Fp+1,q−1(An)→ Fp,q(A
n)→ E∞p,q(A

n)→ 0.

For large r (depending on (p, q)), the map k is zero, Erp,q = E∞p,q, and the exact
sequence (5.4) is the exact sequence

0→ Dr
p+1,q−1(An)→ Dr

p,q(A
n)→ Erp,q(A

n)→ 0.

In this section, we are interested in the degree n-part of the spectral sequence
E(An), and we set

Sn(A) = Hn(Z[A∗]
L
⊗GLn

C(An)) (= Gn(An)).
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For instance, we have

S0(A) = Z[A∗], S1(A) = I[A∗]

since Z[GL0(A)] = Z, and C(A1) is the augmentation complex ε : Z[A∗]→ Z with
Z placed in degree 0. We will denote by Zn(An) the GLn(A)-module

Zn(An) = ker(dn : Cn(An)→ Cn−1(An)).

Since C(An) is concentrated in degrees between 0 and n, we have an inclusion of
complexes Zn(An)[n]→ C(An) of GLnA-modules and hence a canonical map

(5.5) Z[A∗]⊗GLnZn(An) −→ Sn(A).

Remark 5.1. If A is a local ring with infinite residue field, the canonical map
Zn(An)[n] → C(An) is a quasi-isomorphism of complexes of GLn(A)-modules, by
Lemma 3.1 or Lemma 5.6 below. In this case, the map (5.5) is therefore an isomor-
phism and we have
(5.6)

Sn(A) = Z[A∗]⊗GLn
Zn(An) =

 Z⊗SLnZn(An) = SLn\Zn(An), n ≥ 1

Z[A∗], n = 0.

Let A be a commutative ring. Since the complex C(An) is concentrated in
degrees between 0 and n, the spectral sequence E(An) has two edge maps. Set

(5.7)
Bn(A) = Hn(Z[A∗]

L
⊗GLn Z) =

 Hn(SLnA,Z), n ≥ 1

Z[A∗], n = 0

(= D1
n,0(An) = E1

n,0(An)).

Then the incoming edge map is the map Bn(A)→ Sn(A) induced by the inclusion
Z = C0(An) ⊂ C(An). The outgoing edge map is the map

Sn(A)→ Hn(Z[A∗]
L
⊗GLn

Z[GLn][n]) = Z[A∗]

induced by the projection C(An)→ Cn(An)[n] = Z[GLn(A)][n].

Remark 5.2. Let A be a local ring with infinite residue field. In the description
(5.6) of Sn(A), the outgoing edge map is the determinant map

det : Sn(A)→ Z[A∗] : z 7→ det(z)

sending the class of a cycle z =
∑
i ni · [αi] ∈ Zn(An), αi ∈ GLn(A), ni ∈ Z, to its

determinant

det(z) =
∑
i

ni〈detαi〉 ∈ Z[A∗].

Let A be a commutative ring. We will need some multiplicative properties of
the spectral sequence which we explain now. For a group G, denote by E(G)
the standard contractible simplicial set with free G-action on the right, and by
ZE(G) the chain complex associated with the free simplicial abelian group gen-
erated by E(G). So, ZE(G) is the standard free Z[G]-resolution of the trivial
G-module Z with ZEq(G) = Z[Gq+1] and differential dq =

∑q
i=0(−1)iδi defined by
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δi(g0, ..., gq) = (g0, ..., ĝi, ...gq). The group G acts from the right on ZE(G) by the
formula (g0, ..., gq)g = (g0g, ..., gqg). Recall that the shuffle map

∇ : ZE(G1)⊗ ZE(G2)→ ZE(G1 ×G2)

is a quasi-isomorphism and a lax monoidal transformation and thus makes the usual
unit and associativity diagrams commute; see for instance [SS03, §2.2 and 2.3].

Let Λ be a commutative ring which is flat over Z. Let G be a group equipped
with a group homomorphism G → Λ∗ to the group of units of Λ, that is, a
ring homomorphism Z[G] → Λ. We consider Λ as a right G-module via this
ring homomorphism. We let G act on ΛE(G) = Λ ⊗ ZE(G) via the formula
(λ ⊗ (g0, ..., gq)) · g = λg ⊗ (g0g, ..., gqg). Then ΛE(G) is a free resolution of Λ
in the category of Λ[G]-modules. Let M be a bounded complex of G-modules.
Then Λ ⊗M is a bounded complex of Λ[G]-modules. Since Λ is flat over Z, the
canonical map

Λ
L
⊗ΛG (Λ⊗M) −→ Λ

L
⊗G M

induced by the isomorphism

Λ⊗ΛG(Λ⊗M)
∼=−→ Λ⊗GM : λ1 ⊗ (λ2 ⊗m) 7→ λ1λ2 ⊗m

is a quasi-isomorphism. This can be checked using a Z[G]-projective resolution of
M . In particular,

ΛE(G)⊗Λ[G] (Λ⊗M) ∼= ΛE(G)⊗GM

represents Λ
L
⊗G M .

Let G1, G2 be groups equipped with group homomorphisms G1, G2 → Λ∗. Since
Λ is commutative, we obtain a group homomorphism G1 ×G2 → Λ∗. Let M1,M2

be bounded complexes of G1 and G2-modules, respectively. Then M1 ⊗M2 is a
complex of G1 ×G2-modules. The cross product

× : TorG1
p (Λ,M1)⊗Λ TorG2

q (Λ,M2) −→ TorG1×G2
p+q (Λ,M1 ⊗M2)

is the map on homology induced by the map of complexes

{ΛE(G1)⊗G1
M1} ⊗Λ {ΛE(G2)⊗G2

M2}

∼= {ΛE(G1)⊗Λ ΛE(G2)} ⊗G1×G2
(M1 ⊗M2)

∇⊗1−→ ΛE(G1 ×G2)⊗G1×G2 (M1 ⊗M2).

Since the shuffle map is unital and associative, so is the cross product.

We apply the previous considerations to Λ = Z[A∗], G1 = GLm(A), G2 =
GLn(A), M1 = C(Am), and M2 = C(An). The cross product together with the
GLm(A)×GLn(A)-equivariant map of complexes [NS89, §3]

(5.8) C(Am)⊗Z C(An)→ C(Am+n) : x⊗ y 7→ (x, y)

given on basis elements by concatenation of sequences, then defines a product

Sm(A)⊗A∗ Sn(A)→ Sm+n(A)

which makes
S(A) =

⊕
n≥0

Sn(A)
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into an associative and unital Z[A∗]-algebra.

Remark 5.3. Let A be a local ring with infinite residue field. In terms of cycles
(5.6), the product is given by(∑

i

mi[αi]

)
·

∑
j

nj [βj ]

 =
∑
i,j

minj

[
αi 0
0 βj

]
where αi ∈ GLm(A) and βj ∈ GLn(A), mi, nj ∈ Z. In particular, the outgoing
edge map det : S(A)→ Z[A∗] is a ring homomorphism.

Let A be a commutative ring. The map of complexes (5.8) restricts to maps

C≤r(A
m)⊗ C≤s(An)→ C≤r+s(A

m+n)

which, together with the cross products, define pairings

D1
m−r,r(A

m)⊗A∗ D1
n−s,s(A

n)→ D1
m+n−r−s,r+s(A

m+n)

that are suitably associative and unital. In particular,

B(A) =
⊕
n≥0

Bn(A) =
⊕
n≥0

D1
n,0(An)

is a unital and associative Z[A∗]-algebra, and for all r ≥ 0 the graded A∗-module⊕
n≥0

D1
n−r,r(A

n)

is a graded B(A) bimodule. The map B(A) → S(A) is a map of graded Z[A∗]-
algebras, and the maps

B(A)→
⊕
n≥0

D1
n−r,r(A

n) �
⊕
n≥0

Fn−r,r(A
n) ↪→ S(A)

are B(A)-bimodule maps. Since all maps in (5.2) are B(A)-bimodule maps, the
resulting spectral sequence⊕

n≥0

E1
p,q(A

n)⇒
⊕
n≥0

Gp+q(A
n)

is a spectral of B(A)-bimodules.

For a group G and a subgroup H ≤ G, write C(G,H) for the complex of G-
modules Z[G/H] → Z : gH 7→ 1 with Z placed in degree 0. By Shapiro’s Lemma,
we have a canonical isomorphism Hn(G,H;Z) ∼= Hn(G,C(G,H)).

For n ≥ 2, the inclusion SLn−1(A) ⊂ AffSL1,n−1(A) defines a map of complexes of
SLn(A)-modules

(5.9) C(SLn(A), SLn−1(A))→ C(SLnA,AffSL1,n−1A) = C≤1(An).

Lemma 5.4. Let A be a commutative local ring with infinite residue field. Let
2 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗).

(1) The map (5.9) induces an isomorphism of A∗-modules

Hn(SLnA,SLn−1A)
∼=−→ σ−1D1

n−1,1(A).

(2) The natural surjection D1
n−1,1(A)→ Fn−1,1(A) induces an isomorphism of

A∗-modules
σ−1D1

n−1,1(A)
∼=−→ σ−1Fn−1,1(A).
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Proof. It follows from Theorem 2.5 and the five lemma that the map (5.9) induces
an isomorphism

Hp(SLn(A), SLn−1(A))→ σ−1Hp(SLnA,AffSL1,n−1A)

for all p ≤ n0. This proves (1).
For part (2), consider the exact sequence

D1
n,0

j→ D1
n−1,1

k→ E1
n−1,1

i→ D1
n−1,0

and the isomorphism k : D1
n−1,0

∼= E1
n−1,0. By Lemma 3.4, the differential d =

ki : σ−1E1
n−1,2 → σ−1E1

n−1,1 is zero. Hence, σ−1E2
n−1,1 is the kernel of the map

i : σ−1E1
n−1,1 → σ−1D1

n−1,0. The exact sequence above induces the exact se-

quence 0 → Im(j) → D1
n−1,1 → ker(d) → 0 which, after localization at σ, is

0 → σ−1D2
n,0 → σ−1D1

n−1,1 → σ−1E2
n−1,1 → 0. By Proposition 3.5, we have

σ−1D2
n,0 = σ−1Fn,0 and σ−1E2

n−1,1 = σ−1E∞n−1,1. Now, the last exact sequence

maps to 0→ σ−1Fn,0 → σ−1Fn−1,1 → σ−1E∞n−1,1 → 0. By the five lemma, we are
done. �

5.2. Presentation and decomposability.

In this subsection, A is a commutative local ring with infinite residue field.

In order to obtain a presentation of Sn(A), we need to recall from [NS89] the

definition of the complex of GLn(A)-modules C̃(An). A sequence (v1, ..., vr) of r
vectors in An is said to be in general position if any min(r, n) of the vectors v1, ..., vr
span a free submodule of rank min(r, n). A rank r general position sequence in An

is a sequence (v1, ..., vr) of r vectors in An which are in general position. Note
that (v1, ..., vr) is in general position in An if and only if their reduction (v̄1, ..., v̄r)
modulo the maximal ideal of A is in general position in kn. This is because a
set of vectors v1, ..., vs spans a free submodule of rank s if and only if the matrix
(v1, ..., vs) has a left inverse.

Let V = (v1, ..., vr) be a general position sequence, we call a vector w ∈ An

transversal to V if (V,w) = (v1, ..., vr, w) is also in general position.

Lemma 5.5. Let (A,m, k) be a local ring with infinite residue field k. Let V 1, ..., V s

be a finite set of rank r general position sequences in An. Then there is an element
e ∈ An which is transversal to V 1, ..., V s.

Proof. Since a set of vectors is in general position in An if and only if it is modulo
m, we can assume A = k is an infinite field. Let V be the union of the vectors
occurring in the sequences V 1,...,V s. Let r0 = min(r, n) − 1. Each subset of V
of cardinality r0 generates a k-linear subspace of kn of dimension ≤ r0. Since k
is infinite and r0 < n there is e ∈ An which is not in any of these finitely many
subspaces. Any such e is transversal to V 1, ..., V s. �

Let Ũr(A
n) be the set of sequences (v1, ..., vr) of vectors v1, ..., vr which are in

general position in An. For integers r, n with n ≥ 0, let C̃r(A
n) = Z[Ũnr (A)] be the

free abelian group with basis the rank r general position sequences (v1, ..., vr) in An.

For instance, C̃r(A
n) = 0 for r < 0, C̃0(An) = Z generated by the empty sequence,

and C̃n(An) = Z[GLn(A)]. For i = 1, ..., r one has maps δir : C̃nr → C̃nr−1 defined

on basis elements by δir(v1, ..., vr) = (v1, ..., v̂i, ..., vr) omitting the i-th entry. We

set dr =
∑r
i=1(−1)i−1δir : C̃r → C̃r−1, and it is standard that drdr+1 = 0. This
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defines the chain complex C̃(An). The group GLn(A) acts on this complex by left
matrix multiplication.

Lemma 5.6. Let A be a local ring with infinite residue field. Then the complex
C̃(An) is acyclic, that is, for all r ∈ Z we have

Hr(C̃(An)) = 0.

Proof. Let ξ =
∑s
i=1 niV

i ∈ C̃r(A
n) where V i are rank r general position se-

quences. By Lemma 5.5 we can choose e ∈ An which is transversal to V 1, ..., V s.
Set (ξ, e) =

∑s
i=1 ni(V

i, e) ∈ C̃r+1(An). If drξ = 0 then

dr+1(ξ, e) =
∑r+1
j=1(−1)j−1δjr+1(ξ, e) =

∑r
j=1(−1)j−1δjr+1(ξ, e) + (−1)rδr+1

r+1(ξ, e)

= (drξ, e) + (−1)rδr+1
r+1(ξ, e) = (−1)rξ.

This shows that ξ is a boundary. �

In the following proposition, we consider the empty symbol [] as a symbol, the
unique symbol of length zero.

Proposition 5.7. For n ≥ 0, the Z[A∗]-module Sn(A) has the following presen-
tation. Generators are the symbols [a1, ..., an] with ai ∈ A∗. A system of defining
relations has the form

[λ1a1, . . . , λnan]− [a1, . . . , an]

=
∑n
i=1 ε

i+n · 〈ai〉 · [(λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . (λn − λi)an, λi]

where λi ∈ A∗ and λ̄i 6= λ̄j ∈ k for i 6= j and ε = −〈−1〉 ∈ Z[A∗].

Proof. For n = 0, the module given by the presentation is generated by the empty
symbol [] subject to the trivial relation [] − [] = 0. Hence, this module is Z[A∗]
which is S0(A). For n = 1, the module given by the presentation is generated by
symbols [a] for a ∈ A∗ subject to the relation [λa]− [a] = 〈a〉[λ] for a, λ ∈ A∗. By
Lemma 4.1, this module is the augmentation ideal I[A∗] which is S1(A).

For n ≥ 2, the proof is the same as in [HT10, Theorem 3.3]. We have

Sn(A) = H0(Z[A∗]
L
⊗GLn Zn(An)) = H0(SLn, Zn(An))

since det : GLn(A)→ A∗ is surjective with kernel SLn(A) (Shapiro’s Lemma). In
view of Lemma 5.6 we have an exact sequence of GLn(A)-modules

C̃n+2(An)
dn+2−→ C̃n+1(An)→ Zn(An)→ 0.

Taking SLn(A)-coinvariants yields a presentation of Sn(A) asA∗ = GLn(A)/SLn(A)-
module.

As GLn(A)-sets we have equalities

Ũn+1(An) =
⊔

a1,...,an∈A∗
GLn(A) · (e1, ..., en, a)

where a = a1en + · · ·+ anen and

Ũn+2(An) =
⊔

a1,...,an
b1,...,bn∈A∗

GLn(A) · (e1, ..., en, a, b)
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where a = a1en + · · ·+ anen, b = b1en + · · ·+ bnen with āib̄j 6= āj b̄i ∈ k for i 6= j.
In other words bi = λiai for some λi ∈ A∗ such that λ̄i 6= λ̄j .

For i = 1, ..., n we have

din+2(e1, ..., en, a, b) = (e1, ..., êi, ..., en, a, b) = M i(a) · (e1, ..., en, c)

where M i(a) is the matrix (e1, ..., êi, ..., en, a) and

c = M i(a)−1b = ((λ1 − λi)a1, . . . , ̂(λi − λi)ai, . . . (λn − λi)an, λi).

Since detM i(a) = (−1)n+iai we have the following presentation for Sn(A) as Z[A∗]-
module. Generators are the symbols [a] = [a1, ..., an] with a = a1e1 + · · · + anen
where ai ∈ A∗, the symbol [a] representing the SLn(A)-orbit of (e1, ..., en, a). The
relations are

0 = dn+2(e1, ..., en, a, b) = (−1)n[b]− (−1)n[a] +

n∑
i=1

(−1)i−1〈(−1)n+iai〉[M i(a)−1b]

where bi = λiai with λ̄i 6= λ̄j for i 6= j. This can be written as

[b]− [a] =

n∑
i=1

εi+n〈ai〉[M i(a)−1b].

�

Remark 5.8. We compute the determinant of [a1, ..., an] as

det[a1, ..., an] = (−1)n〈1〉+
∑n
i=1(−1)i+1〈det(e1, ..., êi, ..., en, a)〉

= (−1)n〈1〉+
∑n
i=1(−1)i+1〈(−1)n+iai〉

where a = a1e1 + · · ·+ anen. For instance,

det[a, b] = 〈−a〉 − 〈b〉+ 〈1〉

det[a, b, c] = 〈a〉 − 〈−b〉+ 〈c〉 − 〈1〉.

Let S≥1(A) =
⊕

n≥1 Sn(A) ⊂ S(A) be the ideal of positive degree elements, and

define the graded ideal S(A)dec of decomposable elements as

S(A)dec = S≥1(A) · S≥1(A) ⊂ S(A).

The algebra of indecomposable elements is the quotient

S(A)ind = S(A)/S(A)dec.

We will show in Proposition 5.14 that σ−1Sindn (A) = 0 for n ≥ 3. The proof
requires the complexes C(V,W ) from [NS89, §3] which we recall now. Let V and W
be finitely generated free A-modules. Let Um(V,W ) = Um(V )×Wm ⊂ Um(V ⊕W )
be the set of sequences (

v1

w1

)
,

(
v2

w2

)
, . . . ,

(
vm
wm

)
with vi ∈ V and wi ∈W such that (v1, v2, ..., vm) can be completed to a basis of V .
Let Cm(V,W ) = Z[Um(V,W )] be the free abelian group generated by Um(V,W ),
and define a differential d : Cm(V,W ) → Cm−1(V,W ) as in (3.1). In particu-
lar, C(V,W ) is a subcomplex of Cm(V ⊕ W ), and C(V, 0) = C(V ). Note that
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Cm(V,W ) = 0 for m > rkV where rkV denotes the rank of the free A-module V .
The group

Aff(V,W ) =

(
GL(V ) 0

Hom(V,W ) 1W

)
acts on Um(V,W ) by multiplication from the left making the complex C(V,W ) into
a complex of left Aff(V,W )-modules. For rkV = n let

Zn(V,W ) = ker(d : Cn(V,W )→ Cn−1(V,W )).

Lemma 5.9. If n = rkV , then the canonical map of complexes of Aff(V,W )-
modules

Zn(V,W )[n]→ C(V,W )

is a quasi-isomorphism.

Proof. This is [NS89, Corollary 3.6]. �

The determinant map Aff(V,W ) → A∗ makes Z[A∗] into a right Aff(V,W )-
module. Write S(V,W ) for the group

S(V,W ) = TorAff(V,W )
n (Z[A∗], C(V,W )) = Z[A∗]⊗Aff(V,W ) Zn(V,W ).

Lemma 5.10. Let V , W be finitely generated free A-modules with n = rkV . Let
n ≤ n0 and σ ∈ Z[A∗] as in (∗). Then for 0 ≤ p ≤ n0, the inclusion C(V ) =
C(V, 0) ⊂ C(V,W ) induces isomorphisms

σ−1 TorGL(V )
p (Z[A∗], C(V ))

∼=−→ σ−1 TorAff(V,W )
p (Z[A∗], C(V,W )).

In particular, the inclusion 0 ⊂W induces an isomorphism of A∗-modules

σ−1S(V )
∼=−→ σ−1S(V,W ).

Proof. The proof is the same as in [NS89, Proposition 3.9] replacing [NS89, Theorem
1.11] with Theorem 2.5. �

If n = rkV and m = rkW , then concatenation of sequences defines a map

Zn(V,W ) ⊗ Zm(W ) → Zn+m(V ⊕W )

( v1 ... vn
w1 ... wn

) ⊗ (z1, ..., zm) 7→
(
v1 ... vn 0 ... 0
w1 ... wn z1 ... zm

)
which induces a well-definied multiplication

S(V,W )⊗ Zm(W )→ S(V ⊕W ).

Similarly, concatenation defines a product

Zm(W ) ⊗ S(V,W ) → S(V ⊕W )

(z1, ..., zm) ⊗ ( v1 ... vn
w1 ... wn

) 7→
(

0 ... 0 v1 ... vn
z1 ... zm w1 ... wn

)
.

Proposition 5.11. Let V , W be finitely generated free A-modules with rkW = m.
If rkV ≤ n0 and σ ∈ Z[A∗] as in (∗), then the map p : S(V,W ) → S(V ) induced
by the unique map of A-modules W → 0 yields commutative diagrams

σ−1S(V,W )⊗ Zm(W )

p⊗1 ∼=
��

// σ−1S(V ⊕W ) Zm(W )⊗ σ−1S(V,W )oo

1⊗p∼=
��

σ−1S(V )⊗ Zm(W )

55

Zm(W )⊗ σ−1S(V )

ii
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Proof. This is because the diagrams obviously commutes when the isomorphism
p : σ−1S(V,W )→ σ−1S(V ) is replaced with its inverse given in Lemma 5.10. �

Lemma 5.12. Let n0 ≥ n ≥ 2 and σ ∈ Z[A∗] as in (∗). Then for a1, ..., an, b ∈ A∗
and 1 ≤ i ≤ n we have in σ−1S(A)ind

[a1, ..., bai, ..., an] = 〈b〉[a1, ..., an].

Proof. Using Proposition 5.11, the proof is the same as in [HT10, Theorem 6.2] and
[NS89, Proposition 3.19]. We omit the details; the case n = 3 is explained in more
details in Lemma 5.13 below. �

We will need a slightly more precise version of Lemma 5.12 when n = 3.

Lemma 5.13. Let n0 ≥ 3 and σ ∈ Z[A∗] as in (∗). Then for all a, b, c, λ ∈ A∗, the
following holds in σ−1S3(A) modulo S1(A) · S2(A).

(1) [λa, b, c] = 〈λ〉[a, b, c]
(2) [a, λb, c] = 〈λ〉[a, b, c] + S2(A) · [c]
(3) [a, b, λc] = 〈λ〉[a, b, c] + S2(A) · [λ]
(4) [a, b, c] = 〈abc〉[1, 1, 1] + S2(A) · [c].

Proof. To prove (1), write x = λae1 + be2 + ce3 and note that

[λa, b, c]− 〈λ〉[a, b, c] = d{(e1, e2, e3, x)− (λe1, e2, e3, x)}

= (e1 − λe1) · d(e2, e3, x)

= −[λ] · [b, c] ∈ S1 · S2

where the last equality follows from Proposition 5.11.
To prove (2), write x = ae1 + λbe2 + ce3, u = ae1 + λbe2 and note that

[a, λb, c]− 〈λ〉[a, b, c] = d{(e1, e2, e3, x)− (e1, λe2, e3, x)}

= (e2 − λe2) · d(u, e3, x)− d(e1, u)(e2 − λe2) · d(e3, x)

+{u(e2 − λe2) + (e2 − λe2)u} · d(e3, x)

∈ S1 · S2 + S2 · [c] + S2 · [c]

where the last line follows from Proposition 5.11.
To prove (3), write x = ae1 + be2 + λce3 and note that

[a, b, λc]− 〈λ〉[a, b, c] = d{(e1, e2, e3, x)− (e1, e2, λe3, x)}

= (e2 − e1) · {x(e3 − λe3) + (e3 − λe3)x}

−{(e1, e2) + (e2 − e1)x} · (e3 − λe3)

∈ S1 · S2 + S2 · [λ]

where the last line follows from Proposition 5.11.
Finally, to prove (4), we note that modulo S1 · S2 we have

[a, b, c] = 〈a〉[1, b, c]

= 〈ab〉[1, 1, c] + S2 · [c]

= 〈abc〉[1, 1, 1] + S2 · [c]
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in view of (1), (2) and (3). �

The rest of the section is devoted to the proof of the following.

Proposition 5.14. For 3 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗) we have

σ−1Sn(A)dec = σ−1Sn(A).

Keep the hypothesis of Proposition 5.14. Let Σ1(A) be the free Z[A∗]-module
generated by the set of units a ∈ A∗ with ā 6= 1. Define Σ(A) as the tensor
algebra of Σ1(A) over Z[A] with Σ1(A) placed in degree 1. So, Σn(A) is the free
Z[A∗]-module generated by symbols [a1, ..., an] with ai ∈ A∗ such that āi 6= 1, and

multiplication is given by concatenation of symbols. Similarly, let Σ̃1(A) be the free

Z[A∗]-module generated by the set of all units a ∈ A∗. Define Σ̃(A) as the tensor

algebra of Σ̃1(A) over Z[A] with Σ̃1(A) placed in degree 1. Consider the diagram
of graded Z[A∗]-module maps

(5.10) Σ(A)
L // Σ̃2∗(A)

p

��

Π // Z[A∗][T 2]

q

��
Σ(A)

R // S2∗(A) // S2∗(A)ind

where the maps are defined as follows. The map L : Σ(A)→ Σ̃2∗(A) is the Z[A∗]-

algebra map induced by the Z[A∗]-module homomorphism Σ1(A)→ Σ̃2(A) defined
on generators a ∈ A∗ of Σ1(A) by

L(a) = 〈−1〉[1− a, 1]− 〈a〉[1− a−1, a−1] + [1, 1].

The map R : Σ(A) → S2∗(A) is the Z[A∗]-algebra homomorphism induced by the
Z[A∗]-module homomorphism

Σ1(A)→ S2(A) : [a] 7→ R(a) = [1, a].

The map Π : Σ̃2∗(A)→ Z[A∗][T 2] is the Z[A∗]-algebra homomorphism which is the
even part of

Σ̃(A)→ Z[A∗][T ] : [a1, ..., an] 7→ 〈a1 · · · an〉Tn.
The middle and right vertical maps are the Z[A∗]-module homomorphisms

p : Σ̃n(A)→ Sn(A) : [a1, ..., an] 7→ [a1, ..., an]

and
q : Z[A∗] · Tn → Sn(A)ind : Tn 7→ [1, ..., 1].

Lemma 5.15. The diagram (5.10) commutes in degrees ≤ n0 after inverting σ ∈
Z[A∗].

Proof. Commutativity of the right hand square follows from Lemma 5.12. The
proof of the commutativity of the left hand square is the same is in [HT10, Lemma
6.6] and we omit the details. �

Lemma 5.16. Proposition 5.14 is true for n ≥ 4 even.

Proof. Set d = n/2. So d ≥ 2. The composition of the two lower horizontal maps
in diagram (5.10) is zero in degree d since Σ is decomposable in degrees ≥ 2. The
right vertical map in that diagram is surjective in degree d after inverting σ, by
Lemma 5.12. For any r ≥ 1, when extending scalars along Z[A∗]→ Z[A∗/Ar∗], the
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composition of the top two horizontal arrows in the diagram becomes surjective.
For if a ∈ A is a unit with ār 6= 1 then 1− a−r = ar − 1 in A∗/Ar∗, and hence

ΠL(ar) = 〈−1〉〈1− ar〉 − 〈ar〉〈1− a−r〉〈a−r〉+ 1 = 1 ∈ Z[A∗/Ar∗].

It follows that (Π ◦L)⊗A∗ Z[A∗/Ar∗] is surjective in degree 1 which implies surjec-
tivity in degrees n0 ≥ n ≥ 1. We have thus shown that

(5.11) σ−1Sn(A)ind ⊗A∗ Z[A∗/Ar∗] = 0

for all r ≥ 1.
Taking the image of the filtration (5.3) in σ−1Sn(A)ind defines the filtration 0 ⊂

F indn,0 ⊂ ... ⊂ F ind0,n = σ−1Sn(A)ind with quotients E∞p,q(A
n)ind = F indp,q /F

ind
p+1,q−1 sub-

quotients of σ−1E1
p,q(A

n). Since the edge map det : Sn(A)→ E∞0,n = E1
0,n = Z[A∗]

sends the decomposable element [−1, 1]d to det([−1, 1]d) = (det[−1, 1])d = 〈1〉d =
〈1〉, we have E∞0,n(An)ind = 0. Moreover, E∞1,n−1(An)ind = 0 as σ−1E1

1,n−1(An) = 0.

For 2 ≤ r ≤ n, the A∗-module E∞r,n−r(A
n)ind is a subquotient of σ−1E1

r,n−r(A
n) =

Hr(SLrA) and hence a Z[A∗/Ar∗]-module. Using (5.11), induction on r shows that
E∞r,n−r(A

n)ind = 0 for all r. Hence, σ−1Sn(A)ind = 0. �

Lemma 5.17. Proposition 5.14 is true for n odd.

Proof. Let n = 2d + 1 be odd with d ≥ 1. Choose λn, λ1, ..., λd ∈ A∗ such that
λ̄i 6= λ̄j for i 6= j, λ̄n 6= λ̄i+ λ̄j for i, j = 1, ..., d. This is possible since A has infinite
residue field. For i = d + 1, ..., 2d set λi = λn − λn−i. Then λi ∈ A∗ and λ̄i 6= λ̄j
for 1 ≤ i 6= j ≤ n. For 1 ≤ i, j < n we have λj − λi = −(λn−j − λn−i). Since n is
odd, for i 6= n we therefore find

(λn − λi)λi
∏
j 6=i,n

(λj − λi) = −λn−i(λn − λn−i)
∏

j 6=n−i,n

(λj − λn−i).

The equation from Proposition 5.7 with a1 = ... = an = 1 together with Lemma
5.12 then implies that −1 = 0 in the group σ−1Sn(A)ind. Hence this group is
zero. �

5.3. The Steinberg relation and H2(SL2A).

In this subsection, A is a commutative local ring with infinite residue field.

Definition 5.18. We define S̄(A) as the quotient left S(A)-module

S̄(A) = S(A)/ (S(A) · [−1, 1]) .

Recall the canonical maps
(5.12)

Hn(SLn(A), SLn−1(A))→ D1
n−1,1(A)→ Fn−1,1(An−1) ⊂ Sn(A)→ S̄n(A).

all but the last of which were defined in Subsection 5.1, and the last is the natural
surjection.

Lemma 5.19. Let 2 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗). Then the map (5.12)
induces isomorphisms of A∗-modules

Hn(SLn(A), SLn−1(A))
∼=−→ σ−1Fn−1,1(An)

∼=−→ σ−1S̄n(A).
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Proof. The first isomorphism was proved in Lemma 5.4.
For the second isomorphism, recall from the proof of Proposition 3.5 the map of

complexes ψ : C(An−2)[−2]→ C(An) which induces maps of short exact sequences

σ−1Fn−s+3,s−3(An−2) � σ−1Fn−s+2,s−2(An−2) � σ−1E∞n−s+2,s−2(An−2)

↓ ψ ↓ ψ ↓ ψ

σ−1Fn−s+1,s−1(An) � σ−1Fn−s,s(A
n) � σ−1E∞n−s,s(A

n).

For s = 2, the right vertical map is an isomorphism and the upper left corner
is 0. It follows that the the middle map is injective with cokernel the lower left
corner σ−1Fn−1,1(An). Since the right vertical map is an isomorphism for s ≥ 2,
it follows by induction on s that ψ : σ−1Fn−s+2,s−2(An−2) → σ−1Fn−s,s(A

n)
is injective with cokernel σ−1Fn−1,1(An). The case s = n is the isomorphism
σ−1Fn−1,1(An) → σ−1Sn/ψ(Sn−2). Since the map ψ is right multiplication with
[−1, 1], we have ψ(Sn−2) = Sn−2 · [−1, 1] and we are done. �

Remark 5.20. [NS89, Remark 3.14]. Let n ≥ 1. We describe a standard procedure
which allows us to represent an arbitrary element in Sn(A) as a sum of generators
[a1, ..., an]. Take an arbitrary cycle

x =
∑
i

ni(αi) ∈ Zn(An)

with ni ∈ Z[A∗] and αi ∈ GLn(A) and find a vector v ∈ An in general position
with the column vectors of αi for all i. Then

x = (−1)nd(x, v) = (−1)n
∑

nid(αi, v).

We have

(αi, v) = αi · (e1, ..., en, α
−1
i v) ≡ 〈αi〉 · (e1, ..., en, α

−1
i v) mod SLn(A)

where 〈αi〉 ∈ Z[A∗] denotes the determinant of αi. Hence,

x =
∑
i

ni(αi) = (−1)n
∑
i

ni〈αi〉[α−1
i v].

Proposition 5.21. The map

Tn : Sn(A)→ K̂MW
n (A) : [a1, ..., an] 7→ [a1, ..., an]

defines a map of Z[A∗]-algebras T : S(A) → K̂MW (A) sending S(A) · [−1, 1] to
zero. In particular, it induces a map of left S(A)-modules

S̄(A)→ K̂MW (A).

Proof. The map Sn(A) → K̂MW
n (A) given by the formula in the proposition is

a well-defined map of Z[A∗]-modules in view of Propositions 5.7 and 4.19. In
order to check multiplicativity of this map, take x =

∑
imi(αi) ∈ Zm(Am) and

y =
∑
j nj(βj) ∈ Zn(An) with mi, nj ∈ Z[A∗] and αi ∈ GLm(A) and βj ∈ GLn(A).

Choose vectors v ∈ Am (and w ∈ An) which are in general position with respect to



36 MARCO SCHLICHTING

αi (and βj respectively). Then (v, w) ∈ Am+n is in general position with respect

to the frames αi ⊕ βj =
(
αi 0
0 βj

)
. By Remark 5.20, we have in S(A)

x · y =
∑

minj(αi ⊕ βj) =
∑

minj〈αi ⊕ βj〉[α−1
i v, β−1

j w]

whereas

x =
∑
i

mi(αi) =
∑
i

mi〈αi〉[α−1
i v]

y =
∑
j

nj(βj) =
∑
j

nj〈βj〉[β−1
j w].

This proves multiplicativity. Since [−1, 1] = 0 ∈ K̂MW
2 , we are done. �

Lemma 5.22. For arbitrary a1, ..., an ∈ A∗, the following formula holds in Sn(A)

[a1] · · · [an] =
∑

1≤i1<···<ik≤n

(−1)k

〈
k∏
s=1

ais

〉
[a1, . . . , 1, . . . , 1, . . . , an]

where the summand [a1, . . . , 1, . . . , 1, . . . , an], corresponding to the index (i1, . . . , ik),
is obtained from [a1, ..., an] by replacing ais with 1 for s = 1, ..., k.

Proof. We have [a] = d(e1, ae1) = (ae1)− (e1). Hence,

[a1] · · · [an] =
∏n
i=1((aiei)− (ei))

=
∑

1≤i1<···<ik≤n(−1)n−k(e1, . . . , ai1ei1 , . . . . . . , aikeik , ...., en)

The vector v = a1e1 + · · · + anen is in general position with respect to this cycle.
Hence,

[a1] · · · [an] =
∑

1≤i1<···<ik≤n

(−1)k〈αi〉[α−1
i1,...,ik

v]

where αi1,...,ik is the matrix

αi1,...,ik = (e1, . . . , ai1ei1 , . . . . . . , aikeik , ...., en) ∈ GLn(A).

Since v = αi1,...,ik · (a1, ..., 1, ..., 1, ...., an)T and detαi1,...,ik = ai1 · · · aik we are
done. �

Lemma 5.23. For λ ∈ A∗ such that λ̄ 6= 1, the element

s(λ) = 1− 〈1− λ〉 − 〈λ〉 ∈ Z[A∗]

acts as a unit on the A∗-module H2(SL2(A)).

Proof. The proof is essentially contained in [Maz05, §2]. Let (a1, ..., ar) be a se-
quence of units ai ∈ A∗. Then a sequence (v1, ..., vr) of vectors vi ∈ An is in general
position if and only if the sequence (a1v1, ..., arvr) is in general position. For r ≥ 1

we can therefore define the set PŨr(A) as the quotient of the set Ũr(A) by the

equivalence relation (v1, ..., vr) ∼ (a1v1, ..., arvr). We define the complex PC̃(An)
by

PC̃r(An) = Z[PŨr+1(An)]

for r ≥ 0 and PC̃r(An) = 0 for r < 0 (note the shift in degree compared to C̃r(A
n)).

The differential PC̃r(An)→ PC̃r−1(An) is given by the same formula as for C̃r(A
n).
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The action of GLn(A) on An makes the complex PC̃(An) into a complex of GLn(A)-

modules. The unique map PŨ1 → pt defines a map of complexes PC̃(An) → Z of
GLn(A)-modules where pt is the one-element set. The proof of Lemma 5.6 shows
that this map of complexes induces an isomorphism on homology. Hence, for n ≥ 1
the homology of

(5.13) Z
L

⊗SLn
PC̃(An) ' Z[A∗]

L
⊗GLn

PC̃(An)

computes the homology of SLn(A). Let PC̃≤r(An) ⊂ PC̃(An) be the subcomplex

with PC̃≤r(An)i = PC̃i(An) for i ≤ r and zero otherwise. This defines a filtration

on (5.13) by the complexes Z[A∗]
L
⊗GLn

PC̃≤r(An) of Z[A∗]-modules and thus a
spectral sequence of Z[A∗]-modules

E1
p,q(A

n) = Hp(Z[A∗]
L
⊗GLn

PC̃q(An))⇒ Hp+q(SLn(A))

with differentials dr of bidegree (r− 1,−r). For 1 ≤ q ≤ n, the group SLn(A) acts

transitively on the set PŨq(An) with stabilizer at (en−q+1, ..., en) the group

PAffSLq,n−q(A) =

{(M 0
N D ) | M ∈ GLn−q(A), D ∈ Tq(A), N ∈Mq,n−q(A), detM detD = 1}

where (A∗)q = Tq(A) ⊂ GLq(A) is the subgroup of diagonal matrices. By [Hut90,
Lemma 9] (whose proof works for local rings with infinite residue field), the inclusion
of groups

{(M 0
0 D ) | M ∈ GLn−q(A), D ∈ Tq(A), detM detD = 1} ⊂ PAffSLq,n−q(A)

induces an isomorphism on integral homology groups. For n = 2 and q = 1, 2, the
left hand side is A∗ and thus, its homology has trivial A∗-action. Thus, A∗ acts
trivially on E1

p,q(A
2) for q ≤ 1. It follows that A∗ acts trivially on E∞p,q(A

2) for

q ≤ 1. In particular, the element s(λ) acts as −1, hence as a unit on E∞p,q(A
2) for

q ≤ 1. To finish the proof of the lemma, it suffices to show that s(λ) acts as a unit
on the cokernel of the Z[A∗]-module map

(5.14) d1 : E1
0,3(A2)→ E1

0,2(A2).

As a GL2(A)-set we have

PŨ3(A2) = GL2(A)/D2(A) · (e1, e2, e1 + e2)

where D2(A) = A∗ · 1 is the group of invertible scalar matrices. It follows that we
have isomorphisms of A∗-modules

E1
0,2(A2) = Z[A∗]⊗GL2 Z[PŨ3(A2)] ∼= Z[A∗]⊗D2 Z ∼= Z[A∗/A2∗]

where 1 ∈ Z[A∗/A2∗] corresponds to 1⊗ (e1, e2, e1 + e2) ∈ Z[A∗]⊗GL2
Z[PŨ3(A2)].

As a GL2(A)-set we have

PŨ4(A2) =
⊔

a,b∈A∗, ā 6=b̄

GL2(A)/D2(A) · (e1, e2, e1 + e2, ae1 + be2).
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The map (5.14) sends the element (e1, e2, e1 +e2, ae1 +be2) to the following element
in E1

0,2(A2)

( 0 1 a
1 1 b )− ( 1 1 a

0 1 b ) + ( 1 0 a
0 1 b )− ( 1 0 1

0 1 1 )

= 〈−1〉
(−1 1

1 0

)
( 0 1 a

1 1 b )−
(

1 −1
0 1

)
( 1 1 a

0 1 b ) + ( 1 0 a
0 1 b )− ( 1 0 1

0 1 1 )

= 〈−1〉
(

1 0 b−a
0 1 a

)
−
(

1 0 a−b
0 1 b

)
+ ( 1 0 a

0 1 b )− ( 1 0 1
0 1 1 )

= (〈−(b− a)a〉 − 〈(a− b)b〉+ 〈ab〉 − 〈1〉) · (e1, e2, e1 + e2).

It follows that the cokernel of the map (5.14) is the quotient of Z[A∗/A2∗] modulo
the A∗-submodule generated by 〈(a−b)a〉−〈(a−b)b〉+〈ab〉−〈1〉 whenever a, b ∈ A∗
with ā 6= b̄. Setting a = 1 and b = λ, we see that s(λ) = −〈λ(1−λ)〉 acts invertibly
on the cokernel of (5.14). �

The following proposition shows that the Steinberg relation holds in σ−1S̄2(A).

Proposition 5.24. Let 2 ≤ n0 and let σ ∈ Z[A∗] as in (∗). Then for any λ ∈ A∗
such that λ̄ 6= 1 we have in the A∗-module σ−1S2(A) the following equality

[λ][1− λ] = 〈〈λ〉〉〈〈1− λ〉〉 · [−1, 1].

Proof. By Lemma 5.22, we have

[λ][1− λ] = [λ, 1− λ]− 〈1− λ〉[λ, 1]− 〈λ〉[1, 1− λ] + 〈λ(1− λ)〉[1, 1].

Recall from Proposition 5.7 that for α, β, s, t ∈ A∗ with ᾱ 6= β̄ we have

(5.15) [αs, βt]− [s, t] = 〈t〉[(α− β)s, β]− 〈−s〉[(β − α)t, α].

Setting α = 1− bλ−1, β = 1, s = aλ, t = b (where λ̄ 6= b̄) in (5.15), we obtain

(5.16) [aλ− ab, b]− [aλ, b] = 〈b〉[−ab, 1]− 〈−aλ〉[b2λ−1, 1− bλ−1].

Setting α = λ, β = b, s = a and t = 1 (where λ̄ 6= b̄) in (5.15), we obtain

(5.17) [aλ, b]− [a, 1] = [aλ− ab, b]− 〈−a〉[b− λ, λ].

Adding equations (5.16) and (5.17), cancelling common summands and multiplying
with 〈−a−1〉 we obtain

(5.18) 〈−a−1b〉[−ab, 1] + 〈−a−1〉[a, 1] = 〈λ〉[b2λ−1, 1− bλ−1] + [b− λ, λ].

for any a, b, λ ∈ A∗ with λ̄ 6= b̄. Note that the right hand side of (5.18) is indepen-
dent of a ∈ A∗. Hence, so is the left hand side and thus it equals its evaluation at
a = −1, that is, we have

〈−a−1b〉[−ab, 1] + 〈−a−1〉[a, 1] = 〈b〉[b, 1] + [−1, 1].

Therefore,

(5.19) [−ab, 1] = −〈b−1〉[a, 1] + 〈−a〉[b, 1] + 〈−ab−1〉[−1, 1],

for any a, b ∈ A∗ (as we can always choose a λ ∈ A∗ with λ̄ 6= b̄). Replacing b with
−b in equation (5.18) we see that the expression 〈a−1b〉[ab, 1] + 〈−a−1〉[a, 1] does
not depend on a. In particular, it equals its evaluation at a = 1, and we have

〈a−1b〉[ab, 1] + 〈−a−1〉[a, 1] = 〈b〉[b, 1] + 〈−1〉[1, 1],
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that is,

(5.20) [ab, 1] = −〈−b−1〉[a, 1] + 〈a〉[b, 1] + 〈−ab−1〉[1, 1].

For b = 1 this yields

(5.21) [a, 1] = −〈−1〉[a, 1] + 〈a〉[1, 1] + 〈−a〉[1, 1].

Setting s = a, α = λ, t = β = 1 (where λ̄ 6= 1) in (5.15), we obtain

[λa, 1]− [a, 1] = [(λ− 1)a, 1]− 〈−a〉[(1− λ), λ]

that is,

(5.22) 〈−a〉[1− λ, λ] = [(λ− 1)a, 1]− [λa, 1] + [a, 1].

Together with equations (5.19) and (5.20) this yields

〈−a〉[1− λ, λ]

= −〈(1− λ)−1〉[a, 1] + 〈−a〉[1− λ, 1] + 〈−a(1− λ)−1〉[−1, 1]

+〈−λ−1〉[a, 1]− 〈a〉[λ, 1]− 〈−aλ−1〉[1, 1] + [a, 1]

=
(5.21)

(1− 〈λ−1〉 − 〈(1− λ)−1〉) · [a, 1]

+〈−a〉 · ([1− λ, 1] + 〈(1− λ)−1〉[−1, 1]− 〈−1〉[λ, 1] + 〈−λ−1〉[1, 1]).

It follows that the expression

(1− 〈(1− λ)−1〉 − 〈λ−1〉) · 〈−a−1〉[a, 1]

does not depend on a. In particular,

(5.23) {1− 〈(1− λ)−1〉 − 〈λ−1〉} · {〈−a−1〉[a, 1]− [−1, 1]} = 0 ∈ S2(A).

Since det[a, 1] = 〈−a〉, we have

〈−a−1〉[a, 1]− [−1, 1] ∈ σ−1 ker(det : S2 → Z[A∗]) = σ−1F2,0 = H2(SL2A),

where the equality σ−1F2,0(A2) = H2(SL2A) follows from Lemma 5.19.
By Lemma 5.23, the first factor in (5.23) is invertible inH2(SL2A) as square units

act trivially on that group. Hence, we have 〈−a−1〉[a, 1]− [−1, 1] = 0 ∈ σ−1S2(A)
for all a ∈ A∗ and therefore,

(5.24) [a, 1] = 〈a〉[1, 1] ∈ σ−1S2(A).

Setting s = t = α = 1, β = λ with λ̄ 6= 1 in (5.15) yields

[1, λ]− [1, 1] = [(1− λ), λ]− 〈−1〉[λ− 1, 1].

Putting this into (5.22) with a = 1 yields the equation in σ−1S2(A)

(5.25) [1, λ] = −〈−1〉[λ, 1] + [1, 1] + 〈−1〉[1, 1].
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Finally, putting a = −1 in (5.22) and using (5.25) we find for λ ∈ A∗ with λ̄ 6= 1
the equation in σ−1S2(A)

[1− λ, λ]− 〈λ〉[1− λ, 1]− 〈1− λ〉[1, λ] + 〈(1− λ)λ〉[1, 1]

=
(5.25)

[1− λ, 1] + [−1, 1]− [−λ, 1]− 〈λ〉[1− λ, 1]

−〈1− λ〉(−〈−1〉[λ, 1] + [1, 1] + 〈−1〉[1, 1]) + 〈(1− λ)λ〉[1, 1]

=
(5.24)

〈−1〉(1− 〈λ〉+ 〈λ(1− λ)〉 − 〈1− λ〉) · [1, 1]

= (1− 〈λ〉+ 〈λ(1− λ)〉 − 〈1− λ〉) · [−1, 1]

= 〈〈λ〉〉〈〈1− λ〉〉 · [−1, 1].

Replacing λ with 1− λ yields the desired result. �

Lemma 5.25. Let 2 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗). Then the localization map
induces an isomorphism

K̂MW
n (A)

∼=−→ σ−1K̂MW
n (A).

Proof. Since n0 ≥ 2, the number t in (∗) is even and σ = sm,−t acts as 1 on

K̂MW
n (A) for n ≥ 2 since square units act as 1 on it (Lemma 4.4 (6)) and ε(σ) = 1.

Therefore, K̂MW
n (A) = σ−1K̂MW

n (A). �

Corollary 5.26. Let 2 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗). The following map is
well-defined and an isomorphism of A∗-modules

K̂MW
2 (A)

∼=−→ σ−1S̄2(A) : [a, b] 7→ [a] · [b].

The inverse isomorphism is the map T2 : σ−1S̄2(A) → σ−1KMW
2 (A) = KMW

2 (A)
from Proposition 5.21.

Proof. The map is well-defined, by Proposition 5.24. It is surjective, by Lemma
5.12. It follows from the multiplicativity of the map in Proposition 5.21 that the
composition K̂MW

2 (A) → σ−1S̄2(A) → K̂MW
2 (A) is the identity. This proves the

claim. �

We have proved the following presentation of H2(SL2A). Different presentations
were given in [Mat69, Corollaire 5.11], [Moo68, Theorem 9.2], [vdK77, Theorem
3.4].

Theorem 5.27. Let A be a commutative local ring with infinite residue field. Let
I[A∗] ⊂ Z[A∗] be the augmentation ideal, and write [a] for 〈a〉 − 1 ∈ I[A∗]. Then
there is an isomorphism of A∗-modules

H2(SL2A,Z) ∼= I[A∗]⊗A∗ I[A∗]/{[a]⊗ [1− a]| a, 1− a ∈ A∗}.

Proof. Recall that the right hand side is K̂MW
2 (A), by definition. The isomorphism

in the theorem is the composition of isomorphisms

H2(SL2A)
∼=−→ σ−1F1,1(A2)

∼=−→ σ−1S̄2

∼=−→ K̂MW
2 (A)

from Lemma 5.19 and Corollary 5.26. �
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Remark 5.28. For any a, b ∈ A∗ we have in σ−1S2(A) the following equality

[a, b] = [a] · [b] + (〈−a〉+ 〈a〉 − 〈ab〉)[−1, 1].

This follows from the isomorphism

(det, T2) : σ−1S2(A)
∼=−→ σ−1Z[A∗]⊕ K̂MW

2 (A).

5.4. Centrality of [−1, 1] and Hn(SLnA,SLn−1A).

In this subsection, A is a commutative local ring with infinite residue field.

Definition 5.29. For λ ∈ A∗ with λ̄ 6= 1, we define the element βλ ∈ S3(A) as

βλ = [1, 1− λ, λ]− [1, 1− λ, 1] + [1,−λ, 1]

−[1− λ, λ, 1] + [1− λ, 1, 1]− [−λ, 1, 1].

Note that detβλ = 0, by Remark 5.8.

Lemma 5.30. For all a, λ ∈ A∗ such that λ̄ 6= 1 we have in S3(A) the equality

[−1, 1] · [a]− [a] · [−1, 1] = 〈〈a〉〉 · βλ.

Moreover, βλ = βµ for all λ, µ ∈ A∗ with λ̄, µ̄ 6= 1.

Proof. Let u be the element u = d(e2, e3, e3 − e2) ∈ Z2(Ae2 +Ae3). We have

[−1, 1] · [a]− [a] · [−1, 1]

= d(e1, e2, e2 − e1) · (ae3 − e3)− (ae1 − e1) · d(e2, e3, e3 − e2)

= u · (ae1 − e1)− (ae1 − e1) · u

= {(e1) · u− u · (e1)} − {(ae1) · u− u · (ae1)}

= 〈〈a〉〉{u · (e1)− (e1) · u}.

We need to show that βλ = u · (e1) − (e1) · u. Note that the right hand side is
independent of λ. The vector v = (1,−λ, 1)T is in general position with respect to
the vectors e1, e2, e3, e3 − e2 occuring in u(e1) − (e1)u. Therefore, we obtain the

equality u(e1)− (e1)u = d{(e1, u, v)− (u, e1, v)}. In C̃4(A3)/SL3(A) we have

(e1, u, v) = (e1, e3, e3 − e2, v)− (e1, e2, e3 − e2, v) + (e1, e2, e3, v)

= (e1, e2, e3, v1)− (e1, e2, e3, v2) + (e1, e2, e3, v3)

where v1 = (1, 1−λ, λ)T , v2 = (1, 1−λ, 1)T and v3 = v since matrix multiplication
with (e1, e3, e3 − e2), (e1, e2, e3 − e2) ∈ SL3(A) yields v = (e1, e3, e3 − e2)v1 =

(e1, e2, e3 − e2)v2. Similarly, we have in C̃4(A3)/SL3(A)

(u, e1, v) = (e3, e3 − e2, e1, v)− (e2, e3 − e2, e1, v) + (e2, e3, e1, v)

= (e1, e2, e3, v4)− (e1, e2, e3, v5) + (e1, e2, e3, v6)

where v4 = (1 − λ, λ, 1)T , v5 = (1 − λ, 1, 1)T and v6 = (−λ, 1, 1)T since matrix
multiplication with (e3, e3− e2, e1), (e2, e3− e2, e1), (e2, e3, e1) ∈ SL3(A) yields v =
(e3, e3 − e2, e1)v4 = (e2, e3 − e2, e1)v5 = (e2, e3, e1)v6. The result follows. �
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In view of the independence of λ we will write β for βλ. Write S0
n(A) for the

kernel of the determinant map det : Sn(A)→ Z[A∗].

Lemma 5.31. Let n0 ≥ 3 and σ ∈ Z[A∗] as in (∗). Then

β ∈ σ−1S1(A) · S0
2(A) ⊂ σ−1S3(A).

Proof. To simplify notation I will write Sn for σ−1Sn(A). From the definition of β
and Lemma 5.13 (4) we have in S3 modulo S2[λ] + S1S2 the equality

β = {〈(1− λ)λ〉 − 〈1− λ〉+ 〈−λ〉 − 〈(1− λ)λ〉+ 〈1− λ〉 − 〈−λ〉} · [1, 1, 1] = 0.

Therefore, β ∈ S2[λ] + S1S2. By Remark 5.28, we have S2 = Z[A∗] · [−1, 1] +
S1S1, and hence, β ∈ Z[A∗] · [−1, 1][λ] + S1S2. Since det[−1, 1] = 1, we have the
decomposition S2 = S0

2 + Z[A∗] · [−1, 1], and thus, β = r · [−1, 1][λ] + c · [−1, 1]
modulo S1S

0
2 for some r ∈ Z[A∗] and c ∈ S1 (depending on λ). Since detβ = 0

we can compare determinants and use det(S1S
0
2) = det(S1) det(S0

2) = 0 to find
c = −r[λ]. Hence, for all λ ∈ A∗ with λ̄ 6= 1 there is r ∈ Z[A∗] such that

(5.26) β = r · 〈〈λ〉〉 · β mod S1S
0
2 .

Since detβ = 0, we have β ∈ S0
3 = σ−1F2,1(A3) ∼= H3(SL3A,SL2A). Since square

units act trivially on H2(SL2A) and cube units act trivially on H3(SL3A), the
exact sequence

H3(SL3A)→ H3(SL3A,SL2A)→ H2(SL2A)

implies that for all a, b ∈ A∗ we have 〈〈a2〉〉〈〈b3〉〉 · H3(SL3A,SL2A) = 0. In
particular, 〈〈a2〉〉〈〈b3〉〉 · β = 0. Now choose a, b ∈ A∗ such that ā2, b̄3 6= 1. This is
possible since A has infinite residue field. From (5.26) we infer that

β = r1r2〈〈a2〉〉〈〈b3〉〉 · β = 0 mod S1S
0
2 .

Hence, β ∈ S1S
0
2 . �

Lemma 5.32. Let n0 ≥ 3 and σ ∈ Z[A∗] as in (∗). Then

β ∈ σ−1F3,0(A3).

Proof. To simplify, write Fp,q, E
s
p,q, D

s
p,q and Sn also for their localizations at σ.

Since detβ = 0, we have β ∈ ker(det) = F1,2(A3) = F2,1(A3). So, we have to show
that β is sent to zero under the map (when n = 3)

(5.27) Fn−1,1(An)→ E∞n−1,1(An) = E2
n−1,1(An) ⊂ E1

n−1,1(An)

which is well-defined for n ≤ n0, by Lemma 3.4 and Proposition 3.5. By Lemma
5.4 (2), this is also the map D1

n−1,1(An)→ E1
n−1,1(An). For n = 1, this map is the

map I[A∗] → Z[A∗] : [a] 7→ 〈〈a〉〉. Taking the direct sum over n, the map (5.27) is
part of a B(A)-bimodule map⊕
0≤n≤n0

Fn−1,1(An)→
⊕

0≤n≤n0

E1
n−1,1(An) =

⊕
0≤n≤n0

σ−1 TorGLn
n (Z[A∗], C1(An)[1]),

by Subsection 5.1. Consider the embedding

GLn−1(A)→
(

1 ∗
0 GLn−1A

)
: M 7→

(
1 0
0 M

)
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of GLn−1(A) into the stabilizer at e1 of the GLn(A)-action on U1(An). By Theorem
2.5, the inclusion induces an isomorphism⊕

0≤n≤n0

σ−1 Tor
GLn−1

n−1 (Z[A∗],Z)
∼=−→

⊕
0≤n≤n0

σ−1 TorGLn
n (Z[A∗], C1(An)[1])

of A∗-modules. This map is also a map of right B(A)-modules. The composition
of the B(A)-bimodule map and the inverse of the right B(A)-module map defines a
right B(A)-module map

δ =
⊕

0≤n≤n0

δn :
⊕

0≤n≤n0

Fn−1,1(An)→
⊕

0≤n≤n0

σ−1 Tor
GLn−1

n−1 (Z[A∗],Z).

We have to show that δ3(β) = 0.
I claim that the following diagram commutes (all localized at σ):

(5.28) S1S
0
2
� � //

� _

��

F2,1
� � // S3

T3 // KMW
3 (A)

η

��
F2,1

δ3 // H2(SL2A) �
� // S2

T2 // KMW
2 (A)

To see this, note that the A∗-module S1S
0
2 is generated by products [a] · γ where

a ∈ A∗ and γ ∈ S0
2 . We have S0

2 = B2(A), and thus, γ ∈ B2(A). Since δ is a right
B(A)-module morphism and T is a map of rings, we have

T2δ3([a] · γ) = T2(δ1([a]) · γ) = T2(〈〈a〉〉 · γ) = 〈〈a〉〉T2(γ)

since δ1([a]) = 〈〈a〉〉 as shown above. On the other hand

η · T3([a] · γ) = η · T1([a]) · T2(γ) = η · [a] · T2(γ) = 〈〈a〉〉T2(γ).

So, the diagram does indeed commute.
Since [1] = 0 ∈ K̂MW

1 (A) and T is multiplicative, the definition of β yields
T3(β) = 0. By commutativity of diagram (5.28), we have T2δ3(β) = 0. By (the
proof of) Theorem 5.27, the map T2 : H2(SL2A) → KMW

2 (A) is an isomorphism.
Hence, δ3(β) = 0. �

Lemma 5.33. Let n0 ≥ 3 and σ ∈ Z[A∗] as in (∗).
(1) A2∗ acts trivially on σ−1S1(A)S0

2(A).
(2) A∗ acts trivially on F3,0(A) ∩ σ−1S1(A)S0

2(A).

In particular, for all a ∈ A∗, we have

〈〈a〉〉 · β = 0 ∈ σ−1S3(A).

Proof. Since square units act trivially on σ−1S0
2 = H2(SL2A), this shows part (1).

The group of cube units A3∗ acts trivially on σ−1F3,0(A3) as this group is a quotient
of H3(SL3A). Hence, if γ ∈ F3,0(A)∩σ−1S1(A)S0

2(A), then 〈a2〉γ = γ = 〈a3〉γ and
thus, 〈a〉γ = γ. This proves part (2).

By Lemmas 5.31 and 5.32, we have β ∈ F3,0(A) ∩ σ−1S1(A)S0
2(A). Hence, for

all a ∈ A∗, we have 〈a〉β = β, that is, 〈〈a〉〉 · β = 0. �

Proposition 5.34. Let n0 ≥ 3 and σ ∈ Z[A∗] as in (∗). Then for all a ∈ A∗, we
have in σ−1S3(A) the equality

[a] · [−1, 1] = [−1, 1] · [a].

Proof. This follows from Lemmas 5.30 and 5.33. �
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For a graded ring R =
⊕

n≥0Rn, denote by R≤n the quotient ring which is Ri
in degrees i ≤ n and 0 otherwise.

Corollary 5.35. Let n0 ≥ n ≥ 3 and σ ∈ Z[A∗] as in (∗). Then the element [−1, 1]
is central in σ−1S≤n(A). In particular,

σ−1S̄≤n = σ−1S≤n(A)/S≤n−2(A)[−1, 1]

is a quotient algebra of σ−1S(A).

Proof. Centrality follows from Proposition 5.34 in view of Proposition 5.14 and
Lemma 5.12. The claim follows. �

Proposition 5.36. Let 2 ≤ n ≤ n0 and σ ∈ Z[A∗] as in (∗). Then the following
map is a well-defined isomorphism of A∗-algebras

K̂MW
≤n (A)

∼=−→ σ−1S̄≤n(A) : [a, b] 7→ [a] · [b].

with inverse the map T≤n : σ−1S̄≤n(A)→ σ−1KMW
≤n (A) from Proposition 5.21.

Proof. The map is well-defined, by Proposition 5.24. It is surjective, by Lemma
5.12 and Proposition 5.14. It follows from the multiplicativity of the map T that
the composition σ−1K̂MW

≤n (A)→ σ−1S̄≤n(A)→ σ−1K̂MW
≤n (A) is the identity. This

proves the claim. �

The following proves Theorem 1.5 in view of Theorem 4.18. Recall our convention
for SL0(A) from the Introduction so that H∗(SLnA) = H∗(GLnA,Z[A∗]) for n ≥ 0.
We set SLn(A) = GLn(A) = ∅ for n < 0.

Theorem 5.37. Let A be a commutative local ring with infinite residue field.

(1) Then Hi(SLn(A), SLn−1(A)) = 0 for i < n and the maps in Proposition
5.21 and Lemma 5.19 induce isomorphisms of A∗-modules for n ≥ 0

Hn(SLn(A), SLn−1(A)) ∼= K̂MW
n (A).

(2) If n is even, then the natural map

Hn(SLn(A))→ Hn(SLn(A), SLn−1(A))

is surjective and inclusion SLn−1A ⊂ SLnA induces an isomorphism

Hn−1(SLn−1A) ∼= Hn−1(SLnA).

Proof. For i < n, the vanishing of homology follows from Theorem 3.9 as sr(A) = 1
and En(A) = SLn(A).

The statement of the theorem is clear for n ≤ 1. So, assume n ≥ 2. For
2 ≤ n ≤ n0, the identification with Milnor-Witt K-theory follows from Proposition
5.36 together with Lemma 5.19.

For the second part, assume n is even. We have maps of graded Z[A∗]-algebras

TensZ[A∗]H2(SL2(A))→ B(A) =
⊕
n≥0

Hn(SLn(A))→ S(A)
T→ K̂MW (A)

where H2(SL2(A)) is placed in degree 2 and H0(SL0A) = Z[A∗], by our convention
for SL0(A). The composition is an isomorphism in degrees 0 and 2. Since the target

ring K̂MW (A) is generated in degree 1, its even part is generated in degree 2, and
the composition is surjective in even degrees. The claim follows. �
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Theorem 5.38. Let A be a commutative local ring with infinite residue field. Then,
for i ≥ 0, the natural homomorphism

πiBGL
+
n−1(A)→ πiBGL

+
n (A)

is an isomorphism for n ≥ i+ 2 and surjective for n ≥ i+ 1. Moreover, for n ≥ 2
there is an exact sequence

πnBGL
+
n−1(A)→ πnBGL

+
n (A)→ KMW

n (A)→ πn−1BGL
+
n−1(A)→ πn−1BGL

+
n (A).

Proof. The theorem follows from Theorem 5.37 in view of Theorem 3.11. �

5.5. Prestability.

In this subsection, A is a commutative local ring with infinite residue field.

This subsection is devoted to an explicit computation of the kernel and cokernel
of the stabilization map in homology at the edge of stabilization as was done in
[HT10] for characteristic zero fields.

Assume that A is a local ring for which the Milnor conjecture on bilinear forms
holds, that is, the ring homomorphism defined by Milnor [Mil70] is an isomorphism

(5.29) KM
∗ (A)/2 ∼=

⊕
n≥0

In(A)/In+1(A)

where I(A) ⊂W (A) is the fundamental ideal in the Witt ring of A. By the work of
Voevodsky and collaborators [OVV07] and its extension by Kerz [Ker09, Theorem
7.10], the map (5.29) is an isomorphism if A is local and contains an infinite field of
characteristic not 2. The map is also an isomorphism for any henselian local ring
A with 1

2 ∈ A as both sides agree with their value at the residue field of A. Using
the isomorphism (5.29) we obtain a commutative diagram

(5.30) KMW
n (A)

����

ηn // In(A)

����
KM
n (A) // // KM

n (A)/2.

In the following theorem we will assume this diagram to be cartesian. By [Mor04],
this is the case for fields whose characteristic is different from 2. This was gener-
alized in [GSZ16] to commutative local rings containing an infinite field of charac-
teristic different from 2. So, our theorem holds in this case.

Theorem 5.39. Let A be a commutative local ring with infinite residue field. As-
sume that the map (5.29) is an isomorphism and that the diagram (5.30) is cartesian
for all n ≥ 0. Then for n ≥ 3 odd we have exact sequences

Hn(SLn−1A)→ Hn(SLnA)→ 2KM
n (A)→ 0,

0→ In(A)→ Hn−1(SLn−1A)→ Hn−1(SLnA)→ 0.

The proof requires the following lemma.

Lemma 5.40. Let A be a local ring with infinite residue field for which (5.29) is an
isomorphism and the square (5.30) is cartesian for all n ≥ 0. Then the following
hold.



46 MARCO SCHLICHTING

(1) The following sequence is exact

KMW
n (A)

hn→ KMW
n (A)

ηn→ KMW
n−1 (A)→ KM

n−1(A)→ 0

where hn and ηn are multiplication with h = 1 + 〈−1〉 and η, respectively.
(2) For n ≥ 3 odd, under the isomorphism of Theorem 5.37, the boundary map

∂n : Hn(SLnA,SLn−1A)→ Hn−1(SLn−1A,SLn−2A)

of the triple (SLnA,SLn−1A,SLn−2A) is multiplication with η.
(3) The following square is bicartesian for n ≥ 3 odd

Hn−1(SLn−1A) // //

����

Hn−1(SLnA)

����
Hn−1(SLn−1A,SLn−2A) // // Hn−1(SLnA,SLn−2A).

Proof. The sequence in (1) is exact since it is isomorphic to the exact sequence

(5.31) In ×kMn KM
n

(0,2)−→ In ×kMn KM
n

(1,0)−→ In−1 ×kMn−1
KM
n−1 −→ KM

n−1 → 0

in view of the cartesian square (5.30).

We prove (2). Under the isomorphism K̂MW
n (A) ∼= KMW

n (A) for n ≥ 2 proved
in Theorem 4.18, multiplication by η ∈ KMW

−1 (A) corresponds to the map

ηn : K̂MW
n (A)→ K̂MW

n−1 (A) : [a1, ..., an] 7→ 〈〈an〉〉[a1, ..., an−1].

We will show that for all odd n ≥ 1 the map in (2) is ηn. This is clear for n = 1.
The map

(5.32) B(A) =
⊕
n≥0

Hn(SLnA)→
⊕
n≥0

K̂MW
n (A)

is a Z[A∗]-algebra homomorphism which is surjective in even degrees (Theorem
5.37). Moreover, the maps in (2) assemble to a map of left B-modules

∂ :
⊕
n≥0

Hn(SLnA,SLn−1A)→
⊕
n≥0

Hn(SLn(A), SLn−1A) ∼= K̂MW (A).

For n ≥ 3 odd and [a1, ..., an] ∈ Hn(SLnA,SLn−1A) = K̂MW
n (A) choose a lift

b ∈ Bn−1(A) of [a1, ..., an−1] for the map (5.32). Then

∂n([a1, ..., an]) = b · ∂1([an]) = b · 〈〈an〉〉 = 〈〈an〉〉[a1, ..., an−1].

This proves (2).
We prove (3). The horizontal maps in diagram (3) are surjective because we have

Hn−1(SLnA,SLn−1A) = 0. The left vertical map is surjective, by Theorem 5.37.
It follows that the right vertical map is also surjective. The total complex of the
square in (3) is part of a Mayer-Vietoris type long exact sequence with boundary
map the composition

Hn(SLnA,SLn−2A)
αn→ Hn(SLnA,SLn−1A)

δn→ Hn−1(SLn−1A).

Thus, the square in (3) is bicartesian if and only if δnαn = 0. From (1) and (2)
we have Im(αn) = ker(ηn) = Im(hn). Hence, the square in (3) is bicartesian if and
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only if δnhn = 0. For n = 3, the square in (3) is bicartesian since the vertical maps
are isomorphisms. In particular, δ3h3 = 0. Now, the map

δ :
⊕
n≥0

Hn(SLn(A), SLn−1A)→
⊕
n≥0

Hn(SLnA)

is a left B(A)-module map. Take [a1, ..., an] ∈ KMW
n (A) = Hn(SLnA,SLn−1A)

where n ≥ 5 is odd. Then the element [a1, ..., an−3] ∈ K̂MW
n−3 (A) lifts to b ∈ Bn−3(A)

and
δn(h · [a1, ..., an]) = b · δ3h3([an−2, an−1, an]) = b · 0 = 0

�

Proof of Theorem 5.39. From Lemma 5.40 we have (using the notation of that
lemma)

ker (Hn−1(SLn−1A)→ Hn−1(SLnA)) = Im(∂n) = Im(ηn) = In(A)

and

coker (Hn(SLn−1A)→ Hn(SLnA)) = ker(∂n) = ker(ηn) = Im(hn) = 2KM
n (A)

where the last equality follows because of the exact sequence of Lemma 5.40 (1)
being isomorphic to (5.31). �

6. Euler class groups

Let X be a separated noetherian scheme, and denote by OpenX the category
of Zariski open subsets of X and inclusions thereof as morphisms. For a simplicial
presheaf F : OpenopX → sSets on the small Zariski site of X, we denote by

[X,F ]Zar = π0(FZar(X))

the set of maps from X to F in the homotopy category of simplicial presheaves
on X for the Zariski-topology [BG73]. This is the set of path components of the
simplicial set FZar(X) where F → FZar is a map of simplicial presheaves which
induces a weak equivalence of simplicial sets Fx → (FZar)x on all stalks, x ∈ X, and
FZar is object-wise weakly equivalent to its fibrant model in the Zariski topology
[BG73]. The latter means that FZar(∅) is contractible and FZar sends a square

(6.1)

U ∪ V ← U

↑ ↑

V ← U ∩ V

of inclusions of open subsets of X to a homotopy cartesian square of simplicial sets;
see [BG73, Theorem 4].

Example 6.1. For the presheaf BGLn defined by U 7→ BGLn(Γ(U,OX)) write
BZarGLn for (BGLn)Zar. Then BZarGLn(X) is a (functorial) model of the clas-
sifying space BVectn(X) of the category Vectn(X) of rank n-vector bundles on X
with isomorphisms as morphisms. For the inclusion of the automorphisms of OnX
into Vectn(X) induces a map of simplicial presheaves BGLn → BVectn which is a
weak equivalence at the stalks of X as vector bundles over local rings are free. More-
over, BZarGLn = BVectn sends the squares (6.1) to homotopy cartesian squares,
by an application of Quillen’s Theorem B [Qui73], for instance. Hence,

Φn(X) = [X,BGLn]Zar
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is the set π0BVectn(X) of isomorphism classes of rank n vector bundles on X.

Example 6.2. Similar to Example 6.1, the simplicial presheaf BSLn defined by
U 7→ BSLn(Γ(U,OX)) has a model BZarSLn where BZarSLn(X) is the classifying
space BVect+

n (X) of the category Vect+
n (X) of oriented rank n-vector bundles on

X with isomorphisms as morphisms. Here, an oriented vector bundle of rank n
is a pair (V, ω) consisting of a vector bundle V of rank n and an isomorphism
ω : ΛnV ∼= OX of line bundles called orientation. Morphisms of oriented vector
bundles are isomorphisms of vector bundles preserving the orientation. So, the set

Φ+
n (X) = [X,BSLn]Zar

is the set π0BVect+
n (X) of isomorphism classes of rank n oriented vector bundles

on X.

Example 6.3. Let n ≥ 2 be an integer, and let F be a pointed simplicial presheaf
such that πi(Fx) = 0 for i 6= n and x ∈ X where Fx denotes the stalk of F at
x ∈ X. Then there is a natural bijection of pointed sets

[X,F ]Zar ∼= Hn
Zar(X, π̃nF )

where the right hand side denotes Zariski cohomology of X with coefficients in the
sheaf of abelian groups π̃nF associated with the presheaf U 7→ πn(F (U)) [BG73,
Propositions 2 and 3].

Denote by Hn(SLn, SLn−1) the Zariski sheaf associated to the presheaf

U 7→ Hn(SLn(Γ(U,OX)), SLn−1(Γ(U,OX))).

Similarly, denote byKMW
n the sheaf associated to the presheaf U 7→ KMW

n (Γ(U,OX)).

Lemma 6.4. Let X be a scheme with infinite residue fields. Then for n ≥ 2 there
is an isomorphism of sheaves of abelian groups on X

Hn(SLn, SLn−1) ∼= KMW
n .

Proof. Let A be a commutative ring. Recall from §5.1 the graded Z[A∗]-algebra
S(A) =

⊕
n≥0 Sn(A). It has S0(A) = Z[A∗] and S1(A) = I[A∗] which allows us to

define the map of graded Z[A∗]-algebras

TensZ[A∗] I[A∗]→ S(A)

induced by the identity in degrees 0 and 1. Set

Hn(SLn/n−1A) = TorGLn
n (Z[A∗], C≤1(An)).

Then the inclusion C≤1(An)→ C(An) of complexes induces maps

Hn(SLn/n−1A)→ Sn(A)

which are isomorphisms for n = 0, 1, and for n ≥ 2, we have the identification
Hn(SLn/n−1A) = Hn(SLnA,SLn−1A). Denote by [−1, 1] ∈ S2(A) the image of

(e2, e2 − e1)− (e1, e2 − e1) + (e1, e2) ∈ Z2(A2)/SL2(A) = Z[A∗]⊗GL2(A) Z2(A2)

under the map (5.5). For a local ring, this is precisely the element that was denoted
[−1, 1] previously. Let S̄(A) be the graded Z[A∗]-algebra S(A) modulo the two-sided
ideal generated by [−1, 1] and [a][1− a] for a, 1− a ∈ A∗. The maps above induce
a diagram of presheaves

Hn(SLn/n−1)→ S̄n ← K̂MW
n
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whose sheafification we denote by

(6.2) Hn(SLn/n−1)→ S̄n ← K̂MW
n .

Assume now that n ≥ 2 and let A be a local ring with infinite residue field. Then
there is σ ∈ Z[A∗] as in (∗) such that the localization map S̄n(A) → σ−1S̄n(A)
induces the diagram

(6.3) Hn(SLn/n−1A) //

∼= ''

S̄n(A)

��

K̂MW
n (A)oo

∼=xx
σ−1S̄n(A)

where the diagonal arrows are isomorphisms, by Lemma 5.19, Proposition 5.36,
Corollary 5.35 and Proposition 5.24. In particular, the horizontal maps in (6.3)
and (6.2) are injective, and the middle vertical map in (6.3) is surjective with σ-

torsion kernel. From (the proof of) Lemma 5.25, σ acts on K̂MW
n (A) as the identity

for n ≥ 2. This implies that any map from K̂MW
n (A) to a σ-torsion module is zero.

In particular, the composition

K̂MW
n → S̄n → S̄n/Hn(SLn/n−1)

is the zero map and we obtain an induced map of sheaves

K̂MW
n →Hn(SLn/n−1)

which is an isomorphism, by diagram (6.3). Finally, by Theorem 4.18, the natural

surjection of sheaves of graded algebras K̂MW → KMW : [a] 7→ [a] is an isomorphism
in degrees ≥ 2. �

For a commutative ring R, we denote by ∆R the standard simplicial ring

n 7→ ∆nR = R[T0, ..., Tn]/(−1 + T0 + · · ·+ Tn).

For an integer n ≥ 0, let Ẽn(R) be the maximal perfect subgroup of the kernel of

GLn(R) → π0GLn(∆R). Note that Ẽn(R) is in fact a subgroup of SLn(R) since
it maps to zero in the commutative group GLn(R)/SLn(R) = R∗.

Lemma 6.5. Let X = SpecR, and x ∈ X. Let n ≥ 1 be an integer. If n 6= 2 or
n = 2 and the residue field k(x) of x has more than 3 elements, then the inclusion

Ẽn ⊂ SLn of presheaves induces an isomorphism on stalks at x

(Ẽn)x ∼= SLn(OX,x).

Proof. The statement is trivial for n = 1. So we assume n ≥ 2. Every elementary
matrix ei,j(r) ∈ GLn(R), r ∈ R, is the evaluation at T = 1 of the elementary
matrix ei,j(Tr) ∈ GLn(R[T ]) whereas the evaluation at T = 0 yields 1. Therefore,
on fundamental groups the natural map BGLn(R)→ BGLn(∆R) sends En(R) to
1.

If n ≥ 3, the group En(R) is perfect. If n = 2, our hypothesis implies that there
is f ∈ R such that 0 6= f ∈ k(x) and Rf has a unit u such that u + 1 and u − 1
are also units. Replacing R with Rf , we can assume that R and any localization
A of R has this property. For such rings A the group E2(A) is perfect since for all
a ∈ A we have [(

u 0
0 u−1

)
,
(

1 (1−u2)−1a
0 1

)]
= ( 1 a

0 1 ) ,
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and
(
u 0
0 u−1

)
is a product of elementary matrices.

In any case, we can assume En(A) perfect and contained in Ẽn(A) for all lo-

calizations A of R. From the inclusions En(A) ⊂ Ẽn(A) ⊂ SLn(A) we obtain the

inclusions of corresponding stalks (En)x ⊂ (Ẽn)x ⊂ (SLn)x = SLn(OX,x). Since
the composition is an isomorphism, the lemma follows. �

We will write BGL+
n (R) and BSL+

n (R) for a functorial version of Quillen’s
plus-construction applied to BGLn(R) and BSLn(R) with respect to the per-

fect normal subgroup Ẽn(R). See [BK72, VII §6] for how to make the plus-
construction functorial. The canonical inclusion GLn−1(R) ⊂ GLn(R) induces
maps BGL+

n−1 → BGL+
n and BSL+

n−1 → BSL+
n .

Recall from [May67, §8] that for every integer n ≥ 0 there is an endofunctor
P≤n : sSets → sSets of the category of simplicial sets together with natural trans-
formations S → P≤nS such that for every choice of base point x ∈ S0, the map
πi(S, x)→ πi(P≤nS, x) is an isomorphism for i ≤ n and πi(P≤nS, x) = 0 for i > n.
Moreover, the map S → P≤nS factors naturally as S → P≤n+1S → P≤nS. If F
is a simplicial presheaf then P≤nF denotes the presheaf U 7→ P≤n(F (U)). For a
pointed simplicial presheaf F we denote by π̃iF the Zariski sheaf associated with
the presheaf U 7→ πi(F (U), x0) where x0 is the base point of F . We consider the
quotient B/A of an inclusion of simplicial sets A ⊂ B and P≤n(B/A) pointed at
{A}.

Lemma 6.6. Let X be a scheme with infinite residue fields. Then for n ≥ 2 there
are isomorphisms of Zariski sheaves on X

π̃iP≤n(BSL+
n /BSL

+
n−1) ∼=

{
0 i 6= n
KMW
n i = n.

Proof. From the properties of P≤n, the statement is clear for i > n. So, assume
i ≤ n. We have the following string of sheaves

π̃iP≤n(BSL+
n /BSL

+
n−1)

∼=← π̃i(BSL
+
n /BSL

+
n−1)→Hi(SLn, SLn−1)

where the right arrow is the Hurewicz homomorphism which is an isomorphism for
i ≤ n, by Theorem 5.37 and the fact that BSL+

nR/BSL
+
n−1R is simply connected

for local rings R (with infinite residue field). Using Lemma 6.4, the claim follows.
�

Corollary 6.7. Let X be a noetherian separated scheme with infinite residue fields.
Then for n ≥ 2, there is a natural bijection of pointed sets

[X,P≤n(BSL+
n /BSL

+
n−1)]Zar ∼= Hn

Zar(X,KMW
n ).

Proof. This is Example 6.3 and Lemma 6.6. �

Definition 6.8. The Euler class map (for rank n oriented vector bundles) is the
composition of maps of simplicial presheaves

e : BSL+
n → BSL+

n /BSL
+
n−1 → P≤n(BSL+

n /BSL
+
n−1).

By definition, it is trivial when restricted to BSL+
n−1.

Let n ≥ 2. In view of Corollary 6.7, applying the functor F 7→ [X,F ]Zar to the
sequence

BSL+
n−1 → BSL+

n
e→ P≤n(BSL+

n /BSL
+
n−1)
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yields the sequence

(6.4) [X,BSL+
n−1]Zar −→ [X,BSL+

n ]Zar
e−→ Hn

Zar(X,KMW
n ).

A sequence U → V →W of sets with W pointed is called exact if every element
of V which is sent to the base point in W comes from U .

Theorem 6.9. Let n ≥ 2 be an integer and let X be a noetherian separated scheme
with infinite residue fields. Assume that the dimension of X is at most n. Then
the sequence of sets (6.4) is exact.

Proof. This follows from obstruction theory [Mor12, Corollary B.10] in view of
Lemma 6.6. �

One would like to replace BSL+
r with BSLr for r = n − 1, n in Theorem 6.9.

This motivates the following.

Question 6.10. For which affine noetherian scheme X is the canonical map

[X,BGLn]Zar → [X,BGL+
n ]Zar

a bijection?

We will prove in Corollary 6.16 below that [X,BGLn]Zar is a natural direct
factor of [X,BGL+

n ]Zar. This will suffice to prove that (6.4) is still exact when
BSL+

r is replaced with BSLr in case X is affine. The proof of Theorem 6.15 which
leads to Corollary 6.16 requires a few lemmas needed to check the descent criterion
in Theorem A.2.

Lemma 6.11. Let R be a commutative ring. If f, g ∈ R with fR + gR = R, then
the following diagram is homotopy cartesian

BZarGLn(R) //

��

BZarGLn(Rf )

��
BZarGLn(Rg) // BZarGLn(Rfg).

Proof. This follows from descent and can also be checked using Quillen’s Theorem
B [Qui73]. �

For n ∈ N, we write VectRn (R[T1, ..., Tn]) for the full subcategory of the category
Vectn(R[T1, ..., Tn]) of those projective modules P which are extended from R, that
is, which are isomorphic to Q ⊗R R[T1, ..., Tn] for some Q ∈ Vectn(R). Write
BRZarGLn(R[T1, ..., Tn]) for the classifying space (that is, nerve) of the category

VectRn (R[T1, ..., Tn]).

Lemma 6.12. Let R be a commutative ring. If f, g ∈ R with fR + gR = R, then
for all integers q ≥ 0 the following diagram is homotopy cartesian

BRZarGLn(R[T1, ..., Tq]) //

��

B
Rf

ZarGLn(Rf [T1, ..., Tq])

��
B
Rg

ZarGLn(Rg[T1, ..., Tq]) // B
Rfg

ZarGLn(Rfg[T1, ..., Tq]).
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Proof. By Quillen’s Patching Theorem [Qui76, Theorem 1’], a projectiveR[T1, ..., Tq]-
module P is extended from R if and only if Pf and Pg are extended from Rf and
Rg. Hence, the lemma follows from Lemma 6.11 with R[T1, ..., Tq] in place of R. �

WriteBRZarGLn(∆R) for the diagonal of the simplicial space q 7→ BRZarGLn(∆qR).

Corollary 6.13. Let R be a commutative ring. If f, g ∈ R with fR + gR = R,
then the following diagram of simplicial sets is homotopy cartesian

BRZarGLn(∆R) //

��

B
Rf

ZarGLn(∆Rf )

��
B
Rg

ZarGLn(∆Rg) // B
Rfg

ZarGLn(∆Rfg).

Proof. For q ∈ N, the diagram is homotopy cartesian for ∆q in place of ∆, in
view of Lemma 6.12. The Corollary now follows from the Bousfield-Friedlander
Theorem [BF78, Theorem B.4] which we can apply since the simplicial set q 7→
π0B

R
ZarGLn(∆qR) of connected components is a constant simplicial set for any

R. �

Write B•ZarGL
∆
n the simplicial presheaf

X 7→ BRZarGLn(∆R), where R = Γ(X,OX).

Inclusion of its degree zero space into the simplicial space induces a map of simplicial
presheaves BZarGLn → B•ZarGL

∆
n .

Theorem 6.14. Let X = SpecR where R is a noetherian ring. Then the natural
maps of simplicial presheaves BGLn → BZarGLn → B•ZarGL

∆
n induce a bijection

[X,BGLn]Zar ∼= [X,B•ZarGL
∆
n ]Zar.

Proof. This follows from Corollary 6.13 in view of Theorem A.2. �

We can reformulate the theorem as follows. For a simplicial presheaf F defined

on the category of schemes, we write SingA1

F for the simplicial presheaf X 7→
(q 7→ F (X × Spec ∆qZ)). The map of simplicial rings Z → ∆ induces a natural

map F → SingA1

F of simplicial presheaves.

Theorem 6.15. Let X = SpecR where R is a noetherian ring. Then the natural

map of simplicial presheaves BGLn → SingA1

BGLn induces a bijection

Φn(X) = [X,BGLn]Zar ∼= [X,SingA1

BGLn]Zar.

Proof. This follows from Theorem 6.14 since the natural map of simplicial presheaves

SingA1

BGLn → B•ZarGL
∆
n is a weak equivalence at the local rings of X. �

By definition of the presheaf of perfect groups Ẽn, the canonical map of simplicial

presheaves BGLn → SingA1

BGLn factors through BGL+
n . From Theorem 6.15 we

therefore obtain the following.

Corollary 6.16. Let X = SpecR be an affine noetherian scheme. Then the string

of maps of simplicial presheaves BGLn → BGL+
n → SingA1

BGLn induces the
sequence of maps

[X,BGLn]Zar → [X,BGL+
n ]Zar → [X,SingA1

BGLn]Zar
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whose composition is a bijection.

Definition 6.17. Let X be a scheme with infinite residue fields and V an oriented
rank n vector bundle on X. The Euler class

e(V ) ∈ Hn
Zar(X,KMW

n )

of V is the image of [V ] ∈ [X,BSLn]Zar under the canonical map

[X,BSLn]Zar → [X,BSL+
n ]Zar

e→ Hn
Zar(X,KMW

n ).

By construction, we have e(W ⊕OX) = 0 for any rank n−1 oriented vector bundle
W .

Theorem 6.18. Let R be a commutative noetherian ring of dimension n ≥ 2.
Assume that all its residue fields are infinite. Let P be an oriented rank n projective
R-module. Then

P ∼= Q⊕R⇔ e(P ) = 0 ∈ Hn
Zar(R,KMW

n ).

Proof. We already know that e(Q ⊕ R) = 0. So assume e(P ) = 0. In view of
Corollary 6.16, the maps of simplicial presheaves

BSLr → BSL+
r → BGL+

r → SingA1

BGLr

induce a commutative diagram

[X,BSLn−1]Zar //

��

[X,BSL+
n−1]Zar //

��

[X,BGLn−1]Zar

��
[X,BSLn]Zar // [X,BSL+

n ]Zar // [X,BGLn]Zar

where the horizontal composition is the map which forgets the orientation. The
commutativity of this diagram together with Theorem 6.9 and the hypothesis
e(P ) = 0 implies the result. �

Remark 6.19. Theorem 6.18 is a generalization of a theorem of Morel [Mor12,
Theorem 8.14] who proved it for X smooth affine over an infinite perfect field. To
compare the two versions, note that instead of our Milnor-Witt K-theory sheaf,
Morel uses the unramified Milnor-Witt K-theory sheaf. But for a smooth X over
an infinite field of characteristic not 2, the canonical map from our Milnor-Witt
K-sheaf to Morel’s Milnor-Witt K-sheaf is an isomorphism which follows from
the exactness of the Gersten complex for Milnor-Witt K-theory of regular local
rings containing an infinite field of characteristic not 2 [GSZ16]. Moreover, Morel
uses Nisnevich cohomology instead of Zariski cohomology. Again because of the
exactness of the Gersten complex for KMW , the change of topology map is an
isomorphism for X smooth over an infinite field of characteristic not 2:

H∗Zar(X,KMW ) ∼= H∗Nis(X,KMW ).

Remark 6.20. Let L be a line bundle onX = SpecR. Theorem 6.18 has an evident
generalization to rank n vector bundles P with orientation w : ΛnRP

∼= L in L. Equip

Rn−1 ⊕ L with the canonical orientation ΛnR(Rn−1 ⊕ L) ∼= Λn−1
R Rn−1 ⊗ Λ1

RL = L,
and denote by SLLn(R) the group of orientation perserving R-linear automorphisms
of Rn−1 ⊕ L. Then

ΦLn(X) = [X,BSLLn ]Zar
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is the set of isomorphism classes of rank n vector bundles on X with orientation in
L. Define the sheaf KMW

n (L) on X as

KMW
n (L) = Hn(SLLn , SL

L
n−1).

Its stalks are, of course, the usual Milnor-Witt K-groups of the local rings of X.
Replacing SLn with SLLn everywhere, we obtain an Euler class map as in Definition
6.8 and an Euler class e(P,L) ∈ Hn(R,KMW (L)) for projective modules P with
orientation in L as in Definition 6.17.

With the definitions in Remark 6.20 we have the following theorem whose proof
is mutatis mutandis the same as in the case L = R in Theorem 6.18.

Theorem 6.21. Let R be a commutative noetherian ring of dimension n ≥ 2.
Assume that all its residue fields are infinite. Let L be a line bundle on R. Let P
be a rank n projective R-module with orientation in L. Then

P ∼= Q⊕R⇔ e(P,L) = 0 ∈ Hn
Zar(R,KMW

n (L)).

For a field k, denote by H (k) the Morel-Voevodsky unstable A1-homotopy cat-
egory of smooth schemes over k [MV99]. Recall that Φn(X) denotes the set of
isomorphism classes of rank n vector bundles on the scheme X. The arguments in
the proof of Theorem 6.14 can be used to give a simple proof of a theorem of Morel
[Mor12, Theorem 8.1 (3)]. Note that we do not need to exclude the case n = 2.

Theorem 6.22 (Morel). Let k be an infinite perfect field. Then for any smooth
affine k-scheme X, there is a natural bijection

Φn(X) ∼= [X,BGLn]H (k).

Proof. Let R be a smooth k-algebra. For each q ≥ 0, the simplicial presheaf

BZarGLn∆q = BVectn ∆q

has the affine B.G.-property for the Zariski and the Nisnevich topology (see [Mor12]
for the definition), by descent, or an application of Quillen’s theorem B.

By a result of Lindel [Lin82], for any smooth k-algebra R, extension by scalars
induces a bijection Φn(R) ∼= Φn(R[T ]). In other words, the simplicial set of con-
nected components q 7→ Φn(∆qR) = π0BZarGLn(∆qR) of the simplicial space
q 7→ BZarGLn∆qR is constant. In view of the Bousfield-Friedlander Theorem

[BF78, Theorem B.4.], it follows that the diagonal SingA1

BZarGLn of the bisim-
plicial presheaf q 7→ BZarGLn∆q has the affine B.G.-property for the Zariski and

the Nisnevich topology. By construcion, the simplicial presheaf SingA1

BZarGLn is
A1-invariant. We will show that the map of simplicial presheaves

(6.5) SingA1

BZarGLn → LA1 SingA1

BZarGLn

is a weak equivalence on affine k-schemes, by an application of [Mor12, Theorem
A.19]. We already know that the source of (6.5) is A1-invariant, and satisfies the
affine B.G.-property for the Zariski and the Nisnevich topology. Furtheremore,

SingA1

GLn = Ω1
s SingA1

BZarGLn has the affine B.G.-property for the Nisnevich

topology because SingA1

BZarGLn has. The π0 sheaf of SingA1

BZarGLn is trivial
in the Zariski topology because over a local ring every rank n vector bundle is

trivial. Finally, the π1 sheaf of SingA1

BZarGLn in the Zariski topology is the

π0-sheaf of SingA1

GLn which is the group of units (for integral schemes), hence
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strongly A1-invariant, since for a local ring R and n ≥ 1, we have SLnR = EnR.
In view of [Mor12, Theorem A.19], the map (6.5) is a weak equivalence on affine
k-schemes.

Now, the map BGLn → SingA1

BZarGLn is an A1-weak equivalence, and, by
Lindel’s theorem, we have Φn(R) = π0BZarGLn(∆R). This finishes the proof. �

Remark 6.23. Similar arguments apply to the symplectic groups Spn in place of
GLn.

We finish finish the section with an analog of Theorem 6.18 for the Nisnevich
topology. For a rank n oriented vector bundle V on a noetherian scheme X with
infinite residue fields, we denote by eNis(V ) ∈ Hn

Nis(X,KMW
n ) the image of e(V )

under the change of topology map Hn
Zar(X,KMW

n )→ Hn
Nis(X,KMW

n ).

Theorem 6.24. Let R be a commutative noetherian ring of dimension n ≥ 2.
Assume that all its residue fields are infinite. Then there is an exact sequence of
pointed sets

φ+
n−1(R)

⊕R−→ φ+
n (R)

eNis−→ Hn
Nis(X,KMW

n ).

In particular, if P is an oriented rank n projective R-module, then

P ∼= Q⊕R⇔ eNis(P ) = 0 ∈ Hn
Nis(R,KMW

n ).

Proof. The proof is the same as the proof of Theorem 6.18 replacing Theorem A.2
with the Nisnevich descent criterion of [AHW17, Theorem 3.3.4 (ii)]. �

Appendix A. The affine B.G.-property for the Zariski topology

Definition A.1. Let X be a scheme and let F : OpenopX → sSets be a simplicial
presheaf on X. We say that F has the affine B.G.-property for the Zariski topology
if F (∅) is contractible and for any affine U = SpecR ∈ OpenX and f, g ∈ R with
(f, g) = R, the following square of simplicial sets is homotopy cartesian

(A.1) F (R) //

��

F (Rf )

��
F (Rg) // F (Rfg).

The aim of this appendix is to give a proof of the following result due to Marc
Hoyois [Hoy15]. Whereas Hoyois’ proof uses ∞-categories, we give a proof in the
framework of model categories based on standard manipulations of homotopy limits.

Theorem A.2 (Hoyois). Let X be a noetherian scheme and let F : OpenopX → sSets
be a simplicial presheaf on X which has the affine B.G.-property. Then for all affine
Y ∈ OpenX , the following canonical map is a weak equivalence

F (Y )
∼−→ FZar(Y ),

where F → FZar is a fibrant replacement of F for the Zariski topology on X.

The proof will occupy the rest of this appendix. We start by reviewing basic
properties of homotopy limits [BK72], [CS02].

Let f : C → D be a functor between small categories. For an object D of
D, the category (f ↓ D) has objects pairs (C, a) where C is an object of C and
a : f(C) → D is a map in D. A map (C, a) → (C ′, a′) in (f ↓ D) is a map
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C → C ′ in C which makes the induced triangle in D commute. Composition is
composition of maps in C. There is a similar category (D ↓ f) whose objects are
pairs (C, a : D → fC). When f = id : C → C is the identity functor, one writes
(C ↓ C) and (C ↓ C) for (id ↓ C) and (C ↓ id). For a small category C, we denote
by BC the classifying space of C, that is, the nerve simplicial set of C.

Let F : C → sSets be a functor from a small category C to simplicial sets. Assume
that F is object-wise fibrant, that is, FC is a fibrant simplicial set for all objects
C of C. Then the homotopy limit of F over C is the simplicial set defined by the
equalizer diagram

holimC F →
∏
C∈C

Hom(B(C ↓ C), F (C))
a //

b
//

∏
γ:C→C′∈C

Hom(B(C ↓ C), F (C ′))

where a and b are induced by

Hom(B(C ↓ C), F (C))
Fγ // Hom(B(C ↓ C), F (C ′))

Hom(B(C ↓ C ′), F (C ′))
(C↓γ) // Hom(B(C ↓ C), F (C ′)).

If F is not object-wise fibrant, we define the homotopy limit of F over C as the
homotopy limit of Ex∞ F over C as above where F → Ex∞ F is Kan’s fibrant
replacement functor in the category of simplicial sets. So, F → Ex∞ F is an
object-wise weak equivalence, that is, FC → Ex∞ FC is a weak equivalence for all
C ∈ C, and Ex∞ F is object-wise fibrant.

The homotopy limit has the following useful properties.

Functoriality. The homotopy limit holimC F is covariantly functorial in F and
contravariantly functorial in C. More precisely, define a category [Cat, sSets] whose
objects are pairs (C, F ) where C is a small category and F : C → sSets is a functor.
Given two objects (C, F ) and (D, G) of [Cat, sSets], a morphism (C, F ) → (D, G)
in [Cat, sSets] is a pair (f, ϕ) where f : C → D is a functor and ϕ : f∗G → F a
natural transformation. Composition is defined as (g, γ) ◦ (f, ϕ) = (gf, ϕ ◦ f∗(γ)).
The homotopy limit defines a functor

(A.2) holim : [Cat, sSets]op → sSets

which sends the map (f, ϕ) : (C, F )→ (D, G) in [Cat, sSets] to the map of simplicial
sets

(f, ϕ)∗ : holimD G→ holimC F

which is the composition of the two maps [BK72, XI §3.2]

holimD G
holim(f)−→ holimC f

∗G
holim(ϕ)−→ holimC F.

Homotopy Lemma. Let F → F ′ be a natural transformation of functors F, F ′ :
C → sSets such that for all C ∈ C the map F (C) → F ′(C) is a weak equivalence
of simplicial sets, then the induced map on homotopy limits is a weak equivalence
[BK72, XI §5.6]:

holimC F
∼−→ holimC F

′.
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Cofinality. A functor f : C → D between small categories is called left cofinal if
for every D ∈ D, the classifying space of the category (f ↓ D) is contractible.

Let f : C → D be a left cofinal functor. Then for every functor F : D → sSets,
the induced map on homotopy limits is a weak equivalence [BK72, XI §9.2]:

(f, 1)∗ : holimD F
∼−→ holimC f

∗F.

Fubini’s theorem. A functor

(A.3) C → [Cat, sSets]op : C 7→ (DC , FC)

is given by the following data:

• a functor D : Cop → Cat : C 7→ DC ,
• for every object C ∈ C a functor FC : DC → sSets, and
• for every map γ : C0 → C1 a natural transformation δγ : D∗γFC0

→ FC1

such that δ1 = id and δγ1γ0 = δγ1Dγ1(δγ0) for any two composable arrows
γ0, γ1 in C.

To give such data is equivalent to giving a functor

(A.4) F : C
∮
D → sSets

where C
∮
D = (Cop

∫
D)op is the opposite of the Grothendieck construction on the

functor D : Cop → Cat. In detail, C
∮
D is the category whose objects are pairs

(C, x) where C is an object of C and x is an object of DC . A map (C0, x0)→ (C1, x1)
in C

∮
D is given by a pair (γ, a) where γ : C0 → C1 is a map in C and a : x0 → Dγx1

is a map in DC0 . Composition is defined by (γ1, a1)◦ (γ0, a0) = (γ1γ0,Dγ0(a1)◦a0).
The functor (A.4) induced by the collection of data above sends (C, x) to FC(x)
and a map (γ, a) to δγ(x1) ◦ FC0

(a).
The composition of the functors (A.2) and (A.3) determine a functor

C → sSets : C 7→ holimx∈DC
FC(x)

which in turn defines a simplicial set

holimC∈C holimx∈DC
FC(x).

On the other hand, the functor (A.4) also determines a simplicial set

holim(C,x)∈C
∮
D FC(x).

The Fubini Theorem for homotopy limits asserts that these two simplicial sets are
naturally weakly equivalent [CS02, III Theorem 26.8 and III 31.5]:

(A.5) holimC∈C holimx∈DC
FC(x) ' holim(C,x)∈C

∮
D FC(x).

If D : Cop → Cat is a constant functor, that is, Dγ = id for all maps γ in C, then
C
∮
D = C × D and Fubini’s Theorem reduces to a weak equivalence [BK72, XI

Example 4.3]

(A.6) holimC∈C holimx∈D FC(x) ' holim(C,x)∈C×D FC(x).

Homotopy pull-backs. A commutative square of simplicial sets
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X //

��

Y

��
Z // W

is homotopy cartesian if and only if the natural map, induced by the unique map
from the index category to the final object in Cat,

X −→ holim(Y →W ← Z),

is a weak equivalence of simplicial sets [BK72, XI Example 4.1 (iv)].

Extended Functoriality. Let (f0, ϕ0), (f1, ϕ1) : (C, F ) → (D, G) be morphisms
in [Cat, sSets]. A natural transformation δ : (f0, ϕ0) → (f1, ϕ1) in [Cat, sSets] is a
natural transformation of functors δ : f0 → f1 such that ϕ0 = ϕ1 ◦G(δ) : f∗0G→ F .

If there is a natural transformation δ : (f0, ϕ0)→ (f1, ϕ1) of maps in [Cat, sSets]
as above then the induced maps on homotopy limits

(f0, ϕ0)∗, (f1, ϕ1)∗ : holimD G→ holimC F

are homotopic.

Proof. The Extended Functoriality is a consequence of Cofinality as follows. Denote
by p : C × [1]→ C the projection. The two maps (fi, ϕi) : (C, F )→ (D, G) are the
two compositions in a diagram in [Cat, sSets]

(C, F )
(s0,1) //

(s1,1)
// (C × [1], p∗F )

(f,ϕ) // (D, G)

where [1] is the poset 0 < 1 and si : C → C × [1] : C 7→ (C, i) is the obvious
inclusion, i = 0, 1. The functor p : C × [1]→ C is left cofinal since for every C ∈ C
the composition

(C ↓ C)
s0→ (p ↓ C)

p→ (C ↓ C)

is the identity whearas the the composition

(p ↓ C)
p→ (C ↓ C)

s0→ (p ↓ C)

admits a natural transformation to the identity. Since (C ↓ C) has a final object,
this category and hence (p ↓ C) are contractible. By Cofinality, the map

(p, 1)∗ : holimC F → holimC×[1] p
∗F

is a weak equivalence. Since (si, 1)∗(p, 1)∗ = 1, the two maps (si, 1)∗ are homotopic,
i = 0, 1. In particular, (f0, ϕ0)∗ = (s0, 1)∗(f, ϕ)∗ is homotopic to (f1, ϕ1)∗ =
(s1, 1)∗(f, ϕ)∗. �

Most functors we want to take a homotopy limit of factor through the category
OpenopX of open subsets of a space X. Since the category OpenopX is a poset, this
simplifies the treatment, and we introduce the following category CatX . Its objects
are pairs (C, U) where C is a small category and U : C → OpenopX is a functor.
A map f : (C, U) → (D, V ) in CatX can be thought of as a “refinement”. It is
a functor f : C → D such that U(C) ⊂ V (f(C)) for all C ∈ C. Composition in
CatX is composition of functors. A natural transformation δ : f → g of maps
f, g : (C, U) → (D, V ) in CatX is by definition a natural transformation δ : f → g
of functors f, g : C → D.
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If F : OpenopX → sSets is a simplicial presheaf on X, then holim ◦F defines a
functor CatopX → sSets by (holim ◦F )(C, U) = holimC FU . A map f : (C, U) →
(D, V ) in CatX induces a map (f, can) : (C, FU) → (D, FV ) in [Cat, sSets] where
can : f∗FV → FU is the restriction map. Thus, F defines a functor

F : CatX → [Cat, sSets] : (C, U) 7→ (C, FU)

which sends natural transformations to natural transformations, and holim ◦F is
the composition

(A.7) holim ◦F : CatopX
F−→ [Cat, sSets]op

holim−→ sSets .

Call two maps f, g : (C, U) → (D, V ) in CatX homotopic if there is a zigzag f =
f0 → f1 ← f2 → · · · ← fn = g of natural transformations of maps (C, U)→ (C, V )
in CatX . By the Extended functoriality for homotopy limits, the functor (A.7)
sends homotopic maps to homotopic maps.

The category CatX has a final object, namely (∗, X) where ∗ denotes the one-
object-one-morphism category, that is, the final object in Cat. In particular, for
any (C, U) in CatX , there is a natural map of simplicial sets

F (X)→ holimC F (U).

If I is a set, we denote by P0(I) the category of non-empty subsets S ⊂ I where
we have a unique arrow S → S′ if S ⊂ S′, otherwise there is no arrow. An open
cover U = {Ui → U}i∈I of some open U ⊂ X defines a functor U : P0(I) →
OpenopX : S 7→ US where US =

⋂
s∈S Us.

Definition A.3. Let X be a noetherian scheme, and U = {Ui → U |i ∈ I} an open
cover of some open subset U ⊂ X. We say that a simplicial presheaf F : OpenopX →
sSets has descent for U if the following canonical map is a weak equivalence

F (U)
∼→ holim∅6=S⊂I F (US).

The following is a version of [Voe10, Lemma 5.6].

Lemma A.4 (Refinement Lemma). Let U = {Ui → X}i∈I and V = {Vj → X}j∈J
be open covers of X, and assume that V is a refinement of U , that is, there is a
map f : J → I such that Vj ⊂ Uf(j) for all j ∈ J . Let F be a simplicial presheaf
on X. If F has descent for V and for V ∩ US = {Vj ∩ US → US}j∈J for all S ⊂ I,
then F has descent for U .

Proof. Consider the diagram in CatX

(∗, X) (P0(I), U)oo

(P0(J), V )

OO
f

55

(P0(I)× P0(J), U ∩ V ).
pJ

oo

pI

OO

The square and the upper left triangle commute in CatX . We check that the lower
right triangle commutes up to homotopy. To this end, consider the map in CatX

g : (P0(I)× P0(J), U ∩ V )→ (P0(I), U) : (S, T ) 7→ S ∪ f(T )

which is well-defined as US ∩ VT ⊂ US∪f(T ) in view of the equality US∪f(T ) =
US∩Uf(T ) and the inclusion VT ⊂ Uf(T ). Now, the (unique) natural transformations
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pI → g and f ◦pJ → g show that the lower right triangle commutes up to homotopy
in CatX . Applying the functor holim ◦F yields a diagram of simplicial sets

(A.8) F (X) //

��

holim∅6=S⊂I F (US)

uu ��
holim∅6=T⊂J F (VT ) // holim∅6=T⊂J

∅6=S⊂I

F (US ∩ VT )

in which the outer square and the upper triangle commute and the lower triangle
commutes up to homotopy. The left vertical map is a weak equivalence, by assump-
tion. By the Fubini Theorem for homotopy limits (A.6), the right vertical map can
be identified with the map

holim∅6=S⊂I F (US)→ holim∅6=S⊂I holim∅6=T⊂J F (US ∩ VT )

induced by the maps

F (US)→ holim∅6=T⊂J F (US ∩ VT )

which are weak equivalence, by assumption. Hence both vertical maps in diagram
(A.8) are weak equivalences. It follows that the diagonal map is a weak equivalence,
and hence, so are the horizontal maps. �

Corollary A.5. Let F be a simplicial presheaf on X and {Ui → U}i∈I an open
cover of some open U ⊂ X. If for some i ∈ I, the map Ui → U is the identity,
then F has descent for the cover {Ui → U}i∈I .

Proof. By hypothesis, the cover {1 : U → U} refines {Ui → U}. Since F has
descent for any cover of the form {1 : V → V }, the Refinement Lemma A.4 implies
the result. �

Corollary A.6. Let F be a simplicial presheaf on X. Let U and V be open covers
of some open U ⊂ X. If V is obtained from U by repeating some open sets, then F
has descent for U if and only if it has descent for V.

Proof. By assumption, U refines V and V refines U . The result follows from the
Refinement Lemma A.4 whose hypothesis we check using Corollary A.5. �

Lemma A.7 (Covering Lemma). Lef F be a simplicial presheaf on X and V ⊂ X
some open subset. Let {Vi → V }i∈I and {Ui,j → Vi}j∈J be open covers for i ∈ I.
For a non-empty S ⊂ I and function σ : S → J write Uσ =

⋂
i∈S Ui,σ(i). Assume

that F has descent for {Vi → V }i∈I and for {Uσ → VS}σ:S→J , ∅ 6= S ⊂ I. Then F
has descent for {Ui,j → V }(i,j)∈I×J .

Proof. For two sets S, J write JS for the set of functions S → J . As before,
for a non-empty T ⊂ JS , write UT for

⋂
σ∈T Uσ. By assumption, we have weak

equivalences of simplicial sets

F (V )
∼→ holimS∈P0(I) F (VS)

∼→ holimS∈P0(I) holimT∈P0(JS) F (UT ).

By the Fubini Theorem for homotopy limits (A.5), the right hand term is holimC f
∗FU

for the functor (map of posets)

f : C = P0(I)
∮
P0(J?) = {(S, T )| S ∈ P0(I), T ∈ P0(JS)} −→ P0(I × J)
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defined by

f(S, T ) = {(i, j) ∈ I × J | i ∈ S, j ∈ {σ(i)|σ ∈ T}}
where FU = F ◦ U is the usual functor with

U : P0(I × J)→ OpenopX : R 7→ UR =
⋂

(i,j)∈R

Ui,j .

By Cofinality, we are done once we show that the functor f is left cofinal. Thus,
for R ∈ P0(JS), we have to check that (f ↓ R) is contractible. But the category
(f ↓ R), considered as a full subcategory of C, has a final object, namely (SR, TR)
where

SR = {i ∈ I|∃j ∈ J | (i, j) ∈ R},

Ri = {j ∈ J | (i, j) ∈ R},

TR = {σ : SR → J | σ(i) ∈ Ri}.

Therefore, (f ↓ R) is contractible, and we are done. �

Corollary A.8. Let Y ⊂ X be an open subset of a space X. If a simplicial presheaf
F on X has descent for the open covers {Vj → V }j∈J , {V → Y, W → Y } and
{Vj ∩W → V ∩W}j∈J , then F has descent for {Vj → Y,W → Y }j∈J .

Proof. In view of the hypothesis and Corollary A.6 we can apply the Covering
Lemma A.7 to I = {0, 1}, V0 = V , V1 = W , U0,j = Vj , U1,j = W . Therefore, F has
descent for {Ui,j → Y }i∈I, j∈J which, after omitting repetitions, is {Vj → Y,W →
Y }j∈J . By Corollary A.6, we are done. �

Let X be a noetherian scheme and U ⊂ X an open subscheme. We will call a
finite cover {Ui → U}i∈I of U elementary if there exists a total order on I such that
for all i ∈ I, there are f, g ∈ Γ(U≤i, OX) such that (f, g) generates the unit ideal
in Γ(U≤i, OX) and such that Ui = (U≤i)f and U<i = (U≤i)g where U≤i =

⋃
j≤i Uj

and U<i =
⋃
j<i Uj . Note that elementary covers are closed under taking base

change. Note also that if U is affine then Ui, U<i and U≤i are also affine.

Lemma A.9. Let R be a noetherian ring. Then any open cover of SpecR can be
refined by a finite elementary open cover.

Proof. Since R is noetherian, any cover of X = SpecR can be refined by a finite
cover. So, it suffices to prove the claim for finite covers {Ui → X}i=1,...,n. We will
prove by induction on n ∈ N≥1 that any cover consisting of n open subsets can
be refined by an elementary open cover. If n = 1 then U1 = X and the cover is
already elementary as we can choose f = 1 and g = 0. Assume now that n ≥ 2.
Let I and J be the vanishing ideals of X − Un and X − U<n. Since Un and U<n
cover X, we have I + J = R, and we can choose f ∈ I, g ∈ J with f + g = 1.
Then Xf ⊂ Un and Xg ⊂ U<n, and Xf and Xg cover X. By induction hypothesis,
the cover {(Ui)g → (U<n)g = Xg}i=1,...,n−1 can be refined by an elementary cover
{Vi → Xg}i∈I . Then {Vi → X, Xf → X}i∈I is an elementary cover of X which
refines {Ui → X}i=1,...,n. �

Lemma A.10. Let X be a noetherian scheme and F a simplicial presheaf on
X which has the affine B.G.-property. Then for every open affine U ⊂ X, the
simplicial presheaf F has descent for all elementary open covers of U .
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Proof. We will prove the claim by induction on the cardinality of an elementary
open cover of an affine open subset of X. If n ≤ 2, the claim follows from the
definition of the affine B.G.-property. Now assume n ≥ 3. Let {Ui → U}i=1,...,n

be an elementary cover of an open affine U ⊂ X. By induction hypothesis and the
definition of elementary cover, the simplicial presheaf F has descent for the covers
{Ui → U<n}i=1,...,n−1, {Ui ∩Un → U<n ∩Un}i=1,...,n−1 and {Un → U, U<n → U}.
By Corollary A.8, the simplicial presheaf F has descent for {Ui → U}i=1,...,n. �

Lemma A.11. Let X be a noetherian scheme and F a simplicial presheaf on
X which has the affine B.G.-property. Then for every open affine U ⊂ X, the
simplicial presheaf F has descent for all open affine covers of U .

Proof. Note that an elementary open cover of an affine scheme is an affine cover.
Now the claim follows from Lemma A.10 and the Refinement Lemma A.4 which
we can apply since elementary covers are closed under base change, and every
intersection of affine open subsets in U is affine. �

Denote by Sch a small full subcategory of the category of schemes closed under
taking open subschemes and fibre products. For instance, Sch could be the category
of open subsets of a given scheme, the category of finite type S-scheme, or smooth
S-scheme for a noetherian scheme S. Let Aff ⊂ Sch be the full subcategory of affine
schemes. For a simplicial presheaf F on Sch, its homotopy right Kan extension from
Aff to Sch is the simplicial presheaf F̂ on Sch defined by

(A.9) F̂ (X) = holimU∈(Aff↓X) F (U).

The canonical map ((Aff ↓ X), F ) → (∗, F (X)) in [Cat, sSets] induces a map of
simplicial presheaves

F → F̂ .

When U ∈ Sch is affine then this map induces a weak equivalence of simplicial sets
F (U)

∼→ F̂ (U) since then (Aff ↓ U) has a final object.

Lemma A.12. Let X ∈ Sch be a scheme, let Li be line bundles on X, and let
fi ∈ Γ(X,Li) be global sections of Li, i = 1, ..., n. Assume that X =

⋃
i∈I Xfi .

If F is a simplicial presheaf on Sch which has the affine B.G.-property, then its
homotopy right Kan extension F̂ has descent for the open cover {Xfi → X}i∈I .

Proof. Let y : Y → X be an affine map of schemes. Consider the functor

f : (Aff ↓ X)→ (Aff ↓ Y ) : (V → X) 7→ y∗V = (V ×X Y → Y ).

The induced functor on opposite categories fop is left cofinal because for every
w : W → Y in (Aff ↓ Y ), the category (w ↓ fop)op = (w ↓ f) has an initial
object given by yw : W → X and (1, yw) : W → W ×X Y . For ∅ 6= S ⊂ I and
Y = US =

⋂
i∈S Xfi → X the open inclusion, Cofinality for homotopy limits then

yields a weak equivalence of simplicial sets

holimW∈(Aff↓US) F (W )
∼−→ holimV ∈(Aff↓X) F (V ×X US).

Taking homotopy limit over P0(I), we obtain from the Homotopy Lemma the weak
equivalence of simplicial sets

holimS∈P0(I) holimW∈(Aff↓US) F (W )
∼−→ holimS∈P0(I) holimV ∈(Aff↓X) F (V ×X US).

The left hand side is
holimS∈P0(I) F̂ (US)
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and the right hand side is

holimV ∈(Aff↓X) holimS∈P0(I) F (V ×X US) = holimV ∈(Aff↓X) F (V ) = F̂ (X)

since F has descent for open covers of V , by Lemma A.11. Thus, we have a sequence
of maps in which the second map is a weak equivalence of simplicial sets

F̂ (X) −→ holimS∈P0(I) F̂ (US)
∼−→ F̂ (X).

We are done once we show that the composition is homotopic to the identity. The
existence of the homotopy follows from the Extended Functoriality for homotopy
limits since the following diagram in [Cat, sSets] commutes up to natural transfor-
mation

(P0(I)× (Aff ↓ X), f∗F )
f //

**

(P0(I)
∮

(Aff ↓ U?), F )

��
((Aff ↓ X), F )

where the horizontal functor is (S, V → X) 7→ (S, V ×X US → US), the diagonal
functor is (S, V → X) 7→ (V → X) and the vertical functor is (S,W → US) 7→
(W → X) using the inclusion US ⊂ X. The functor F sends (S,W → US) and
(W → X) to F (W ). The natural transformation at (S, V → X) is the projection
map V ×X US → V . �

Recall that a quasi-compact scheme X admits an ample family of line bundles if
the open subsets Xf form a basis for the Zariski topology on X where f ∈ Γ(X,L)
and L runs through all line bundles on X. For instance, any quasi-affine scheme
has an ample family of line bundles.

Theorem A.13. Let Sch be a small category of noetherian schemes closed under
open immersions and fibre products. Let F be a simplicial presheaf on Sch which
has the affine B.G.-property. Let F̂ be the homotopy right Kan extension of F from
the full subcategory Aff of affine schemes to Sch; see (A.9). Let X ∈ Sch be a

noetherian scheme with an ample family of line bundles. Then F̂ has descent for
all open covers of X.

Proof. Since X has an ample family of line bundles, every open cover U of X can
be refined by a cover as in A.12. Since those covers are closed under base change,
Lemma A.12 together with the Refinement Lemma A.4 implies that F̂ has descent
for U . �

Proof of Theorem A.2. For an open inclusion j : Y ⊂ X, the natural map of sim-
plicial presheaves (j∗F )Zar → j∗(FZar) is a map of fibrant objects and a weak
equivalence for the Zariski topology, hence it is an object-wise weak equivalence.
Therefore, we can replace F with j∗F and assume that X = Y is affine. Then
X and all its open subsets have an ample family of line bundles. Let U, V ⊂ X
be open subsets. By Theorem A.13 with Sch = OpenX and U ∪ V in place of X,

the simplicial presheaf F̂ has descent for the cover {U → U ∪ V, V → U ∪ V } of

U ∪V . That is, F̂ sends the square (6.1) to a homotopy cartesian square of simpli-

cial sets. By [BG73, Theorem 4], the map F̂ → F̂Zar from F̂ to its Zariski fibrant

replacement is an object-wise weak equivalence. Since F → F̂ is an equivalence on
affine schemes, the composition F → F̂Zar is an equivalence on affine schemes and
a Zariski weak equivalences to a fibrant simplicial presheaf. �
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