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Here we discuss some of the foundational material that will be assumed
in many other mathematics modules at Warwick. All exercises in these
notes have solutions (in Appendix A). There is also a short glossary
(Appendix B), an index of notation, and a list of references.

While the material is old, its presentation here is new. In particular
these lecture notes have not been previously used. So, please inform me
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1. SETS AND SUBSETS

1.1. Sets. A set contains its elements. We do not give a more formal
definition; instead we understand sets by their properties — that is, by
the axioms they satisfy.

Notation 1.2. Suppose that X is a set. Then we may write X as a
sequence of elements, preceded and succeeded by curly braces. O

Notation 1.3. We take N to be the set of natural numbers (including
zero). Then we may write

N={0,1,2,3,4,...}
1
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This is pronounced as “the natural numbers equals the set of zero, one,
two, three, four, and so on.” The three dots (an ellipsis) indicate that
the sequence is to be completed in the “usual way”.! &

Here we include zero as a natural number. Throughout these notes
we will assume some knowledge of the order on N as well as the arith-
metic operations (addition, multiplication, and subtraction and division
where defined) and their basic properties (commutativity, associativity,
distributivity, and cancellativity).

As a simpler example of a set, suppose that X is the set containing
exactly the natural numbers 0, 1, and 2. Then we may write

X ={0,1,2}

Notation 1.4. Suppose that X is a set. Suppose that = is an element
of X. Then we may denote this by writing x € X. Suppose that y is
not an element of X. Then we may denote this by writing y ¢ X. <

For example, we have 0 € N while 1/2 ¢ N. The former is pronounced as
“zero is an element of the natural numbers” and the latter is pronounced
“one-half is not an element of the natural numbers”. We now state our
first axiom.

Axiom 1.5 (Extension). Suppose that X and Y are sets. Suppose that
for any x € X we have x €Y. Suppose also that for any y €Y we have
yeX. Then X =Y. U

From this axiom we deduce the following equalities of sets.
{0,1,2} ={0,2,1} = {1,2,0} = {0,0,0,1,2}

That is: neither the order of the elements nor the number of times they
appear within the braces effects the identity of the set. Thus a set is
quite different from a list: that is, an ordered collection of elements,
each of which may appear more than once. We give a more formal
treatment of lists in Definition 4.18.

We finish this section by introducing a special set.

Definition 1.6. If X contains no elements then X is an empty set. <

Exercise 1.7. Suppose that X and Y are empty sets. Prove that

X=Y. O
Thus there is at most one empty set. To obtain at least one, we

require another axiom.

Axiom 1.8 (Empty set). There is an empty set, denoted &. O

IThere are various formal definitions of the natural numbers: for example see [6,
page 44].
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1.9. Subsets.

Definition 1.10. Suppose that X and Y are sets. Suppose that for
any r € X we have x € Y. Then we say that X is a subset of Y. We
may denote this by writing X c Y.

If X is a subset of Y, and not equal to Y, then we say that X is a

proper subset of Y. e
{0,1,2}
{0,1} {2,0} {1,2}
| > >
yd N
{0} {1} {2}
16}

FIGURE 1.11. The subsets of X = [3] ={0,1,2}. In this Hasse diagram we
connect a subset A to a subset B by an ascending arc if A ¢ B and B has
exactly one more element than A.

Exercise 1.12. Suppose that X is a set.

(1) Prove that the empty set @ is a subset of X.
(2) Prove that X is a subset of X. &

Notation 1.13. For any natural number n, we define
[n] =4{0,1,2,3,...,n-1} ={keN|k <n}
That is, [n] is the subset of the natural numbers which are less than

n. )

For example, [0] is another name for the empty set. Also the set
X ={0,1,2} mentioned in Section 1.1 is equal to [3]. We display all
eight subsets of X in Figure 1.11.

Exercise 1.14. Sketch a proof that [n] has 2" subsets. &
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Definition 1.15. Suppose that X is a set with exactly one element.
Then we call X a singleton set. &

For example, among the subsets of [3] there are exactly three singleton
sets, namely {0}, {1}, and {2}.
We now state a useful lemma.

Lemma 1.16. Suppose that X and Y are sets. Then the following are
equivalent.

e X =Y.
e XcY andY c X.

Proof. Suppose that X =Y. By the second part of Exercise 1.12 we
have X c X. Thus X cY and Y c X.

Suppose that X cY and Y ¢ X. Then every element of X belongs
to Y and every element of Y belongs to X. Thus X =Y by the axiom
of extension. O

2. POWER SETS, SPECIFICATION, AND FUNCTIONS

2.1. Power sets. Exercise 1.14 leads us to the following.

Axiom 2.2 (Power set). Suppose that X is a set. Then there exists a
set whose elements are exactly the subsets of X. 0

The set given by the axiom is called the power set of X. We may
denote this set by P(X). Power sets grow frighteningly quickly. For
example, by Exercise 1.14, the number of elements in P(P([n])) is 22".

2.3. Specification. Recall that in Notation 1.13 we wrote
[n] ={keN|k<n}
and asserted that [n] is a set. To justify this, we need the following.

Axiom 2.4 (Specification). Suppose that X is a set. Suppose that S(zx)
is a property® which may or may not hold for elements of X. Then

there is a subset Y c X whose elements are exactly those elements x of
X for which S(x) holds. O

Note in the above the requirement to “specify” the containing set X.

Notation 2.5. Suppose that X is a set. Suppose that S(x) is a property.
Then we may write

{reX|S(x)}
to denote the subset given by Axiom 2.4. &

°The precise definition of property belongs to a first course in set theory.
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So, for example, in the notation [3] the containing set is N and the
property S(k) is (k < 3).

Remark 2.6. Building sets in this way is so common that we typically
will not invoke the axiom of specification explicitly. O

2.7. Functions. Here is our first, slightly informal, definition of func-
tion.

Definition 2.8. A function f: X — Y consists of the following.
e A set X, called the domain.
e A set Y, called the codomain.
e A rule f which, for every x € X, gives an element f(z)eY. <

We do not give a precise meaning to the word “rule”; in Definition 4.16
we give a more formal definition of functions. For two functions to be
equal, they must have the same domains, codomains, and rules.

The notation f: X — Y is pronounced “ f is a function from X to Y.
If X =Y then we may say that “f is a function on X3

Here is the simplest kind of function.

Definition 2.9. Suppose that X is a set. The identity function
[dy: X - X
is defined by the rule Idx(x) = x. O

Non-identity functions are required to actually “do something”. One
way to record this is as follows.

Definition 2.10. Suppose that X and Y are sets. Suppose that
f: X =Y is a function. Suppose that z € X and y € Y are elements so
that y = f(x). Then we say that y is the image of x under f. &

For the next example we take R to be the set of real numbers and
Rso to be the set of non-negative real numbers.

Example 2.11. Consider the following functions.

(1) f:R - R where f(z) = x?

(2) ¢: Ry —» R where g(x) = 22

(3) h:R - Ry where h(x) =22

(4) k:Ryg — Ryo where k(z) = 22
These functions have differing domains or codomains (or both). Thus
all four functions are distinct. O

The next example shows that the rule for a function need not be
algebraic.

3Some authors instead say that f: X — X is a “function from X to itself”.
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Lemma 2.12. Suppose that X ={0,1,2}. Then there are 27 functions
on X.

Proof. Suppose that f is a function on X. Thus the domain and
codomain are both equal to X. We can specify the rule for f by listing,
in order, the elements f(0), f(1), and f(2). There are three possibilities
for each, and no other restrictions. Thus the number of possible rules
Is 3x3x3=27. U

Exercise 2.13.

(1) Explicitly list all functions on [2].
(2) For any n € N, count the number of functions on [n]. Give a
proof that your answer is correct in the style of Lemma 2.12. &

3. TYPES OF FUNCTIONS, CARDINALITY AND COUNTING, CANTOR’S
THEOREM AND RUSSELL’S PARADOX

3.1. Injections, surjections, bijections. For the next three defi-
nitions we suppose that X and Y are sets and that f: X - Y is a
function.

Definition 3.2. Suppose that f has the following property:
e For every z and 2’ in X, if f(z) = f(«') then z = 2.
Then we call f injective. &

Definition 3.3. Suppose that f has the following property:
e For every y in Y, there is some x in X with f(x) =y.
Then we call f surjective. O

Definition 3.4. Suppose that f is both injective and surjective. Then
we call f bijective. O

For example, the identity function Idy is bijective. As shown by
the next exercise, the status of a function — injective, surjective, both,
or neither — depends not only on its rule but also on its domain and
codomain.

Exercise 3.5. For each of the functions in Example 2.11, determine if
it is injective, surjective, both, or neither. Give short justifications of
your answers. &

Definition 3.6. Suppose that f: X — X is bijective. Then we also call
f a permutation of X. O

Exercise 3.7. Suppose that n is a natural number. Count, with proof,
the number of permutations of [n]. O
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3.8. Cardinality. We have already done some counting in the exercises.
We now give the formal terminology.

Definition 3.9. Suppose that X and Y are sets. Suppose that there is
some bijection f: X — Y. Then we say that X and Y have the same
cardinality. When this happens we may write | X| = |Y]. O

Definition 3.10. Suppose that X is a set. We say that X is finite if
it has the same cardinality as [n] for some n € N. In this case we will
write | X| =n and say that X has cardinality equal to n. &

In the above definition we asked only for the existence of some n e N
with [n] in bijection with X. This leaves open the possibility that
there are many such natural numbers. However, using the pigeonhole
principle (Corollary 17.11) we show that this does not happen; that is,
when X is finite it has exactly one cardinality.

3.11. Cantor’s theorem. We now state and prove our first theorem.

Theorem 3.12 (Cantor’s theorem). Suppose that X is a set. Suppose
that P(X) is its power set. Suppose that f: X — P(X) is a function.
Then f is not a surjection.

Proof. For a contradiction, suppose that f is a surjection. That is, for
all A eP(X) there is some a € X so that f(a) = A. We use f, and the
axiom of specification, to build a subset of X. Define

B={veX|x¢[f(r)}

That is, B is the subset of X consisting of those elements x which do
not lie in the subset f(x). Since f is surjective, there is some element
of X, call it b, so that f(b) = B. There are now two possibilities®: either
b is an element of B, or it is not.

Suppose that b is an element of B. Thus, by the defining property
of B, we have that b ¢ f(b). Since f(b) = B, we deduce that b ¢ B, a
contradiction.

Suppose instead that b ¢ B. Since f(b) = B we deduce that b ¢ f(B).
Thus, by the defining property of B, we have that b € B, another
contradiction.

As both possibilities lead to contradiction, we deduce that our original
assumption (the surjectivity of f) was incorrect. This completes the
proof. O

Exercise 3.13. Suppose that X is a set. Suppose that P(X) is its
power set. Prove that there is no injection g: P(X) - X. &

“Here we use the law of the excluded middle.
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As a consequence of Theorem 3.12, we have that if X is a set, then
there is no bijection from X to P(X). One often abbreviates Cantor’s
theorem by saying that, for each set X is “smaller than” its power set.
This is an intuitive notion for finite sets, as n < 2" for all natural numbers.
However sets which are not finite are more difficult to understand.

Definition 3.14. Suppose that X is a set. We say that X is infinite if
it is not finite. That is, X does not have the same cardinality as any
set [n], for any n € N. &

For example, N is infinite; this follows from the pigeonhole principle.
See Exercise 17.10(3).

Remark 3.15. From Cantor’s theorem we have that no set X is in
bijection with its power set. This also applies when X is infinite. For
example, N is not in bijection with P(N). The latter power set is
infinite; its singletons are in bijection with N. However, Cantor tells
us that P(N) is not in bijection with (and also does not inject into)
N. Thus P(N) is “larger” than N. From this we deduce that there are
“different sizes of infinities”. O

3.16. Russell’s paradox. This section is not examinable. The axiom
of specification (Axiom 2.4) is sometimes called the axiom of “restricted
comprehension”. This is because it was historically preceded by (what
is now called) the axiom of “unrestricted comprehension”.

Axiom 3.17 (Unrestricted comprehension). Suppose that S(x) is a
property. Then there is a set Y whose elements are exactly those x for

which S(x) holds. O

Unrestricted comprehension is much more powerful than specification;
it eliminates the pesky requirement to “specify” the containing set X in
advance. It therefore allows us to make many more sets. In fact, too
many.

Theorem 3.18 (Russell’s paradox). The aziom of unrestricted compre-
hension leads to contradiction.

Proof. We consider the property S(X) which states that X is not an
element of itself. In symbols we have S(X) = (X ¢ X).

The axiom of unrestricted comprehension now gives us the set R =
{X|X ¢ X}. That is, R is the set of sets which do not contain themselves
(as elements). Since R is itself a set, it either contains itself (as an
element) or it does not.

Suppose that R contains itself as an element. Then, by the definition
of R, we have that S(R) holds. Thus R ¢ R. Thus R does not contained

itself as an element. This is a contradiction.
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Suppose instead that R does not contains itself as an element. Then
S(R) holds. So by the definition of R it contain R as an element. This
is also a contradiction, and completes the proof. 0

At the heart of both Cantor’s theorem and Russell’s paradox there is
a kind of “self-reference” or “iteration”. Such ideas appear usefully in
various parts of mathematics.
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4. ORDERED PAIRS, CARTESIAN PRODUCTS, GRAPHICAL RELATIONS,
LISTS AND STRINGS

We now turn to the problem of giving a more formal definition of
functions. Recall that the issue with Definition 2.8 was that the term
“rule” was undefined.

4.1. Ordered pairs and cartesian products. We first discuss un-
ordered pairs.

Axiom 4.2 (Pair). Suppose that X and Y are sets. Then there is a
set whose elements are exactly X and Y . 0

This set is written as {X,Y}. We may call this the unordered pair
of X and Y.

Definition 4.3. Suppose that X and Y are sets. Suppose that x, 2" € X
and y,y’ € Y are elements. Then an ordered pair (x,y) contains x and
y, in that order.” Two ordered pairs (z,y) and (z',y’) are equal if and
only if z =2’ and y = y'. O

If (x,y) is an ordered pair then we may call x its first entry and y
its second entry.

Axiom 4.4 (Ordered pairs). Suppose that X and Y are sets. Suppose
that € X andy €Y. Then the ordered pair (x,y) exists.’ O

Remark 4.5. To obtain ordered triples, or quadruples, or higher, we
could add further axioms. Or, we could define (z,y, 2) = ((x,y), z). Or,
we could define (z,y,2) = (z, (y,2)).

We will not make a choice here. Instead we boldly assert that the
choice of formalisation is not important. Hopefully our intuition will
carry us though any difficulties. O

Definition 4.6. Suppose that X and Y are sets. Then the collection
of all ordered pairs with first entry from X and second from Y is

XxY={(z,y)|reX ,yeY}

5Informally, ordered pairs are identical to lists of length two. However, if we
allowed this in our formal definitions, then we would have a circularity. Namely,
lists are defined in terms of functions (Definition 4.18), functions are defined in
terms of ordered pairs (Definition 4.16), and finally ordered pairs are lists.

At a basic level it seems that there are three kinds of definitional scheme:
unfounded, circular, or by infinite regress. Mathematicians have a strong preference
for unfounded definitions, which they dignify with the name “axiomatic”. Whether
we can so avoid paradox remains to be seen.

6There are various constructions of ordered pairs as sets. Perhaps the most
common is due to Kuratowski [1921]. He takes (z,y) = {{z},{z,y}}. Note that this
definition of ordered pair relies on Axiom 4.2.
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and is called the cartesian product of X and Y. O

Axiom 4.7. Suppose that X andY are sets. Then the cartesian product
X xY is a set.” U

The notation X x Y is very similar to the multiplicative notation for
numbers. Here is one justification of that similarity.
Exercise 4.8. Sketch a proof that [m] x [n] has cardinality m xn. <
There is a special case of the cartesian product when X =Y. Here

we use the notation X2 for X x X. This notation is again justified by
Exercise 4.8.

Remark 4.9. For example, addition and multiplication of natural num-
bers give functions from N2 to N. &

Exercise 4.10. Suppos that X is a set. Show that X x@ =@ x X =
3. O

4.11. Graphical relations and functions.

Definition 4.12. A relation R from X to Y consists of the following.

e A set X, called the domain.
e A set Y, called the codomain.
e A subset of X xY. O

If X =Y then we say that R is “a relation on X”. If (z,y) is an
element of R we may denote this by writing xRy.
The empty set is a subset of X x Y'; this gives the empty relation.

Likewise X x Y is a subset of itself; this gives the universal relation.
When X =Y then the set

{(z,y) e X? |z =y}
gives the identity relation on X. Here is a more interesting example.

Example 4.13. Taking X =Y =R we have X xY = R2. Then unit
circle is

C={(z,y) eR*|2* +y* =1}
Since C is a subset of R? it is also a relation on R. &
Definition 4.14. Suppose that X and Y are sets. A relation G from

X to Y is graphical if for every x € X there is exactly one y € Y so that
(z,y) lies in G. O

If we rely on the Kuratowski constructions of ordered pairs then the existence
of X xY follows from the axioms of union and power set.
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If X =Y =R then X xY =R? is the usual plane. In this case there is
a pictorial interpretation of Definition 4.14; namely, a relation G c R?
on R is graphical if and only if every vertical line in R? meets G in
exactly one point.

Example 4.15. For example, of the following relations

P={(z.y)eR?*[2’ =y} Q={(z,y) eR*|z=y}
the first is graphical and the second is not. O

Definition 4.16. A function f: X - Y is a relation G, from X to Y,
which is graphical. If (x,y) lies in G then we may write f(z)=y. <

Note that in this definition the function f again has a domain and a
codomain (which it inherits from the underlying relation G).

As an example, the “upwards parabola” P of Example 4.15 gives the
function f:R - R with underlying relation {(z,z2?)|x € R}. On the
other hand the “sideways parabola” () of Example 4.15 and the circle
C of Example 4.13 are not graphical and so do not give functions.

4.17. Lists.

Definition 4.18. Suppose that A is a set. Suppose that n is a natural
number. A list L is a function L:[n] — A. We call n the length of the
list L. We also say that the elements of L are taken from A. O

Since lists are functions, two lists are equal if and only if they

e have the same length,
e have elements taken from the same set, and
e have the same elements in the same order.

Notation 4.19. Suppose that C is a list of length n taken from the
set A. Then we may write either C' = (ax)7Z} or
C = (ag,a1,as,...,a,1)

That is, we may write C' as a sequence of elements of A, preceded and
succeeded by parentheses. O

Accordingly, the following lists are all distinct.
(0,1,2) (0,2,1) (1,2,0) (0,0,0,1,2)

The first three lists are distinguished by having different last elements.
Also, the last list has length five while the others have length three.

Lists of real numbers are often called vectors. According to Defini-
tion 4.18, the length of a list is always some natural number. In other
treatments “infinite” lists — that is, functions from N — are allowed.
These infinite lists are often called sequences.
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4.20. Strings. Suppose that A is a set, here called an alphabet. The
elements of A are called letters (or characters). A list C' = (a;), consist-
ing of letters from A, is often called a string (or a word) over A. When
elements of the alphabet A are represented by single symbols, then the
representation of the string w may omit the parentheses, the commas,
and the spaces. Since strings are lists, they have a length: that is, the
number of letters in the word.

Definition 4.21. Over any alphabet A there is a unique string €4 of

length zero; this is called the empty string. O
Definition 4.22. Suppose that B = {0, 1} is our alphabet. We call the
elements of B bits. Strings over B are called binary strings. O

As examples of binary strings we have ez (of length zero), 00 (of
length two), 0101010001 (of length ten), and so on.

Exercise 4.23.

(1) Determine the number of binary strings of length five.

(2) Determine the number of binary strings of length n.

(3) Determine the number of binary strings of length n having
exactly one bit which is 1.

(4) Determine the number of binary strings of length n having
exactly two bits which are 1. &

5. NEW SETS FROM OLD

5.1. The mathematicians’ “and” and “or”. In informal mathemati-
cal proofs, we are somewhat free in our usage of natural language. For
example if P and () are sentences, then as usual we have that “P and
" holds if and only if both P and @ hold.

However when writing proofs, even informally, in our use of the word
“or” we will depart somewhat from natural language. We will assume
that “P or )7 holds if and only if at least one of P and ) hold. In
particular we do not require that exactly one of P and @) holds.

As an example consider the following sentences.

P =(0<1 as natural numbers), @ =(0=1 as natural numbers)

So P holds and () does not. Thus “P and ()" does not hold while “P or
()" does hold. Also, both “P and P” and “P or P” hold while neither
“@ and " nor “Q or ()7 holds.

In the above (and everywhere in mathematics) we necessarily define
and discuss our mathematical language in terms of natural language.
Thus we have defined the mathematical “and” and “or” partly in terms
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of their meanings in natural language. This is unavoidable; the feeling
of circularity so produced also appears to be unavoidable.

5.2. Union.

Axiom 5.3. Suppose that X is a set whose elements are again sets.
Then the collection of all elements of elements of X forms a set. 0

This set is denoted

U X ={2|2¢X for some X € X}
XeX

and is called the union over X. We will concentrate on a special case of
Axiom 5.3.

Notation 5.4. Suppose that X and Y are sets. Then we may form the
union of X and Y as

XuY={z]zeXorzeY}

To see that this is a set we form X = {X Y} using the axiom of pairing.
We then take the union over X using the axiom of unions. O

Example 5.5.

(1) If m and n are natural numbers then [m]u [n] = [max(m,n)].
(2) Suppose that X = {0,1,2} and Y = {1,2,3}. Then X uY =
{0,1,2,3). o

Lemma 5.6. Suppose that X and Y are sets. Then X c X uY.

Proof. To prove that X ¢ X uY we must show that every element of
X is an element of X uY. So fix any element x € X. Then x lies in X
or it lies in Y. Thus z lies in X uY. Since this holds for every x in X
we are done. O

The following lemma likewise depends on the close connection between
the union operator and the word “or”.

Lemma 5.7. Suppose that X, Y, and Z are sets. Then we have the
following.

(1) Xug=X (identity)

(2) (XuY)uZ=Xu(YuZ) (associativity)

(3) XuY =Y uX (commutativity)

(4) X cY if and only if X Y =Y (absorption)

(5) XuX =X (idempotent)

Exercise 5.8. Provide the proof of Lemma 5.7 O
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5.9. Intersection.

Definition 5.10. Suppose that X is a set whose elements are again
sets. The intersection over X is the collection
() X ={z|zeX for every X € X}

XeX
In the special case where X = { XY} we instead write

XnY={z]zeX and z €Y}
for the intersection of X and Y. S

We could not prove that unions are sets directly; instead we needed
a new axiom. The situation for intersections is simpler, because inter-
sections are smaller than unions.

Lemma 5.11. Suppose that X is a set whose elements are again sets.
Then the intersection over X is a set.

Proof. Let X = Uxex X be the union over X. We define the property
S(x) as follows:

S(x) = (for every X € X, we have z € X)

Then the intersection over X equals {x € X' | S(X)}. This is a set by
the axiom of specification. 0

Notation 5.12. Suppose that X and Y are sets. Then we may form
the intersection of X and Y as

XnY={z|zeXand z €Y}

To see that this is a set we form X = {X, Y} using the axiom of pairing.
We then take the intersection over X using Lemma 5.11.
If XnY =@ then we say that X and Y are disjoint. &

There is a formal symmetry between union and intersection that mir-
rors the informal symmetry between the words “or” and “and”. Because
of this, the proofs of the following lemmas are modelled, extremely
closely, on those of Lemmas 5.6 and 5.7. We leave their writing out to
the reader.

Lemma 5.13. Suppose that X and Y are sets. Then X nY cX. [

Lemma 5.14. Suppose that X, Y, and Z are sets. Then we have the
following.

(1) X n@ =@ (annihilator)

(2) (XnY)nZ=Xn(YnZ) (associativity)

(3) XnY =Y nX (commutativity)

(4) X cY if and only if X nY = X (absorption)

(5) X n X =X (idempotent) O
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5.15. Set difference.

Definition 5.16. Suppose that X and Y are sets. The collection
X-Y={zeX|z¢Y}

is called the set-theoretic difference of X and Y. O

X =Y is also called, in some sources, the “relative complement of Y
in X7

Lemma 5.17. Suppose that X and Y are sets. Then X =Y is a set.

Proof. This follows from the axiom of specification, using X as the set
and

S(x)=(x¢Y)
as the property. O

The proof of the next lemma is immediate from the definitions.

Lemma 5.18. Suppose that X is a set. Then we have the following.

(1) X-o=X
(2) 3-X=0
(3) X-X=0.

In particular, if X is not empty, then we have X - @ # @—X. Thus, as
with subtraction of numbers, set-theoretic difference is not commutative.

5.19. The boolean algebra of sets. The operations of union, inter-
section, and set-theoretic difference are related to each other in various
ways. Here we mention only some of the best known.

Lemma 5.20 (Distributive laws). Suppose that X, Y, and Z are sets.
Then we have the following.

e Xn(YuZ)=(XnY)u(Xn2Z)
e Xu(YnZ)=(XuY)n(XuZ)

Exercise 5.21. Provide the proof of Lemma 5.20. O

Lemma 5.22 (De Morgan’s laws). Suppose that X, Y, and Z are sets.
Then we have the following.

¢« X-(YUZ)=(X-Y)n(X-2)
¢« X-(YnZ)=(X-Y)u(X-2)

Exercise 5.23. Provide the proof of Lemma 5.22. O
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6. NEW FUNCTIONS FROM OLD
6.1. Composition.

Definition 6.2. Suppose that X, Y, and Z are sets. Suppose that
f+X - Y and ¢:Y — Z are functions. Then we define the function

go f:X = Zby (go f)(x)=g(f(x)). o

The expression g o f is pronounced as “g composed with f”. Here is
a “diagram” representing the composition.

gof

TN

X—Y —7
[ g

Lemma 6.3. [Composition is associative] Suppose that X, Y, Z, and
W are sets. Suppose that f:X - Y, ¢oY - Z, and h:Z - W are
functions. Then we have

ho(gof)=(hog)ef

Proof. We note that ho (go f) and (hog) o f have the same domain
(X) and codomain (W). Thus it only remains that they have the same
rule. Suppose that x is any element of X. We compute as follows:

(ho(go f))(x)="n(g(f(x))) definition of o twice
=((hog)o f)(x) definition of o twice

Since this holds for all z in X, we deduce that ho(go f)=(hog)o f,
as desired. O

The above proof can be reproduced in a more diagrammatic form.

ho(gef)

(hog)of

Definition 6.4. Suppose that X and Y are sets. Suppose that f: X - Y
and g:Y — X are functions. If go f = Idx then we say that g is a left
inverse for f. Similarly we say that f is a right inverse for g.

If gof =1Idx and fog =Idy then we say that g is an wnverse for
I O
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Lemma 6.5. Suppose that X and Y are non-empty sets. Suppose that
f+ X =Y is a function. Then we have the following.

(1) f is injective if and only if f has a left inverse.

(2) [ is surjective if and only if f has a right inverse.

(3) [ is bijective if and only if f has an inverse. In this case the
muerse s unique.

Proof. We prove the forward and backwards directions of the first
statement. The rest are left as exercises.

Suppose that f is injective. Since X is non-empty, we can fix some
2o in X. We now define ¢:Y - X as follows.

) =1 if f(z)=y
R = xg, if there isno z € X with f(z) =y

Suppose now that z is any element of X. Set y = f(z). We compute as
follows:

(go f)(x)=9g(f(x)) definition of o
=g(y) definition of y
= first line of definition of ¢
=TIdx(x) definition of Idy

Since this holds for all x in X, we deduce that go f =Idyx, as desired.
Suppose that g is a left inverse for f. Suppose that z and z’ are any
elements of X. Suppose that f(z) = f(z’). We now compute as follows:

x=1Idx(z) definition of Idyx
=(go f)(x) g is a left inverse for f
=g(f(x)) definition of o
= g(J()) because f(x) = £(")
=(go f)(a") definition of o
=Idx(z") g is a left inverse for f
=q' definition of Idy

Since this holds for all x and z’, we deduce that f is injective, as
desired. 0

Exercise 6.6. Provide the rest of the proof of Lemma 6.5. &

Lemma 6.7. Suppose that X, Y, and Z are sets. Suppose that f: X =Y
and g:Y — Z are functions. Then we have the following.

(1) If f and g are injective then so is go f.
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(2) If f and g are surjective then so is go f.
Exercise 6.8. Provide the proof of Lemma 6.7. O

6.9. Iteration and orbits. There is an important special case of
function composition.

Definition 6.10. Suppose that X is a set. Suppose that f: X — X is
a function. Then we define

(1) f© =TIdx and
(2) for any n € N we define f("*1) = fo f(n),
We say that f(™ is the nth iterate of f. &

Definition 6.11. Suppose that X is a set. Suppose that f: X — X is
a function. Suppose that x € X is an element. Then we define

Of(z) = {f" (x) |n e N}
We say that O(x) is the forward orbit of x under f. O

In Definition 6.11 we used a new notation for sets. Here are the
formalities.

Definition 6.12. Suppose that X and Y are sets. Suppose that
f: X =Y is a function. Suppose that Z c X is a subset. Then we may
write

[(2)={f(z)|zeZ}
to denote the set
{y € Y'| there is some z € Z so that f(z) =y}
The set f(Z) is called the image of Z under f. O

To complement images we have the following.
Definition 6.13. Suppose that X and Y are sets. Suppose that
f: X - Y is a function. Suppose that W c Y is a subset. Then
fAW) ={zeX|f(x) eW}
is the preimage of Z under f. O
6.14. Cantor—Schoerder—Bernstein.

Theorem 6.15. Suppose that X andY are sets. Suppose that f: X -Y
and g:Y — X are injections. Then there is a bijection h: X - Y. U

The proof, while elementary, is beyond the scope of this module. As
a hint of the ideas involved, define h = go f and k = f o g. Both of
these are injections by Lemma 6.7. We then divide each of X and Y
into three pieces using the structure of orbits of h and of k. We then
assemble these pieces to find the desired bijection F: X - Y.
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7. REFLEXIVE, SYMMETRIC, AND TRANSITIVE RELATIONS,
EQUIVALENCE RELATIONS, ORDER RELATIONS

7.1. Reflexive, symmetric, and transitive relations.

Definition 7.2. Suppose that X is a set. Suppose that R c X2 is a
relation on X.

e Suppose that, for all x € X, we have x Rx. Then we say that R
is reflexive.

e Suppose that, for all z,y € X, we have that xRy implies yRx.
Then we say that R is symmetric.

e Suppose that, for all z,y,2z € X, we have that xRy and yRz
implies zRz. Then we say that R is transitive. O

Example 7.3. All of the following are relations on N.

e The identity relation is reflexive, symmetric, and transitive.

e The empty relation is symmetric and transitive, but not reflexive.

e The relation of less than or equal (z < y) is reflexive and transi-
tive, but not symmetric.

e The relation (|z —y| < 1) is reflexive and symmetric, but not
transitive.

e The relation (x =y or x + 1 =y) is reflexive, but not symmetric
or transitive.

e The relation of inequality (x # y) is symmetric but not reflexive
or transitive.

e The relation of less than (z < y) is transitive, but not reflexive
or symmetric.

e The relation (x + 1 =y) is not reflexive, symmetric, or transitive.

&

Exercise 7.4. For each of the following relations on N determine if it
is reflexive, symmetric, or transitive.

(1) xPyifx+y=2

(2) 2Qyif x -y <2

(3) xRy if |[x —y| < 2 O

7.5. Equivalence relations.

Definition 7.6. Suppose that X is a set. A relation on X is an
equivalence relation if it is reflexive, symmetric, and transitive. O

Remark 7.7. This definition is modelled on the properties of equality. So
one is tempted to call equality of sets an equivalence relation. However
this is not the case, because the collection of all sets is not a set. &
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Here is a simple-sounding exercise that still gives a real feel for the
nature of equivalence relations.

Exercise 7.8. Suppose that X = [4]. List all equivalence relations on
X. Verify that your list is complete (all equivalence relations appear)
and irredundant (no equivalence relation appears twice). O

The same exercise, but with X = [5], is even more challenging. We
leave this to the reader, together with the hint to look at sequence
A000110 at the Online Encyclopedia of Integer Sequences [9].

The difficulty of these enumerations suggest that we require a more
efficient way to think about equivalence relations. This will be provided
in Section 8.

7.9. Partial orders.

Definition 7.10. Suppose that X is a set. Suppose that R is a relation
on X. Then R is antisymmetric if, for all z and y in X we have

e if zRy and yRx then x =y. &
For example, the relation < on N is antisymmetric.

Definition 7.11. Suppose that X is a set. Suppose that R is a relation
on X. If R is reflexive, antisymmetric, and transitive, then R is a partial
order. O

The identity relation on X is one example. Another is the relation
of < on N. A third is the relation of divisability on positive natural
numbers. Here is an example which is closely related to that.

Example 7.12. Suppose that X is a set. Suppose that P(X) is the
power set of X. The relation P c Q on P(X) is reflexive and transitive
by Definition 1.10. It is antisymmetric by Lemma 1.16. Thus it is a

partial order. We may call the pair (P(X),c) the boolean poset on
X. &

The word “poset” stands for “partially ordered set”.

7.13. Total orders.

Definition 7.14. Suppose that X is a set. Suppose that R is a relation
on X. We may say that R is a total relation if, for all x and y we have
xRy or yRx. &

Definition 7.15. Suppose that X is a set. Suppose that R is a relation
on X. We may say that R is a total order if it is reflexive, antisymmetric,
transitive, and total. &
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That is, a total order is a partial order which is, additionally, total.
Examples of total orders include “less than or equal” on the natural
numbers (as well as the integers, the rationals, and the reals).

8. PARTITIONS, EQUIVALENCE CLASSES, AND QUOTIENTS

We now begin to explain a much more convenient technique for
dealing with equivalence relations.

8.1. Partitions.

Definition 8.2. Suppose that X is a set. Suppose that P c P(X) has
the following properties:

o If PP then P is non-empty.
o X = UPeIP’P~
o If P,() € P then either P=Q or Pn(Q = @.

Then we call P a partition of X. The elements P € P are called the
parts of the partition. &

Any non-empty set X has two special partitions. These are
e The partition into singletons: I = {{z} |z € X}.
e The partition with one part: U= {X}.

Here are the five partitions of [3]:

{03, {13, {21} {{0,1},{2}} {{0,2},{1}} {{0},{1,2}} {{0,1,2}}

The notation here, while correct, interferes with understanding. So we
give the same information in a more efficient way.

of12 o012 021 012 012

Here we place a vertical bar “” between parts. We list partitions with
smaller parts before those with larger parts. As a consequence of this
we list partitions with more parts before those with fewer parts. Since a
part is a subset, inside a part we list its elements in terms of size. This
is only for convenience; for example the partitions 01|23 and 10|32 of
[4] are equal.

Exercise 8.3.

(1) Count the number of partitions of the set X = [4].
(2) Sketch a proof that the set X = [n] has at least 271 -1 partitions.
<&
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8.4. Equivalence classes.

Definition 8.5. Suppose that X is a set. Suppose that E is an
equivalence relation on X. Suppose that x lies in X. We define the set

[#]p ={y e X|xEy}
to be the equivalence class of x. O

We have two trivial examples. In the identity relation on X equiva-
lence classes are singletons. In the universal relation on X there is only
one equivalence classes, namely X.

Exercise 8.6. Compute the equivalence classes for each of the equiva-
lence relations you found in Exercise 7.8. &

Exercise 8.7. Here is a slightly non-mathematical problem. Suppose
that X is the set of living people. We define an equivalence relation B
on X where xBy if x and y are born in the same month. Count the
number of equivalence classes for B. &

Notation 8.8. Suppose that X is a set. Suppose that F is an equiva-
lence relation on X. Then we may denote the set of equivalence classes
by®

X/E = {[]s|w e X)

We call X/FE the quotient of X by E. We also write ¢g: X - X/FE for
the function gg(x) = [x]g. We call ¢z the quotient map given by E. &

Lemma 8.9. Suppose that X is a set. Suppose that E is an equivalence
relation on X. Then the quotient X |E is a partition of X .

Proof. We must verify that {[x]g|x € X} is a partition of X.

Since FE is reflexive we have that x lies in [x]g. Thus [2]g is non-
empty. Also, since this holds for all = we have that X = U,cx[*]E-

Suppose that z and y lie in X. If [z]g is disjoint from [y]g then
there is nothing left to show. So suppose that z lies in [x]gn[y]g. Thus
rFEz and yFEz. By symmetry we have zFEy. By transitivity we have
xFEy. Suppose now that w is any element in [y]z. Thus yEw. Since
xEy, by transitivity we have x Ew. Thus [y]g c [z]g.

The same argument, swapping x and y throughout, proves that
[#]g ¢ [y]g. From Lemma 1.16 implies [x]g = [y]g, as desired. O

81t is more correct here to write
X/E ={P e P(X)|there is some x € X so that P = [z]g}

However the notation in 8.8 is much more common.
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As a temporary piece of notation, we use [y (FE) = X/E to denote
the function that takes equivalence relations on X to partitions of X.
Lemma 8.9 can now be sharpened, as follows.

Corollary 8.10. Suppose that X s a set. Then the function 11 is a
bijection.

Proof. Suppose that PP is a partition of X. We define a relation ) = Qp
on X where zQy if x and y lie in the same part of P. Note that @)
is reflexive, symmetric, and transitive, so () is an equivalence relation.
This gives a function ¥ (P) = Qp from partitions to equivalence relations.

Suppose that E is an equivalence relation. Then @ = X(II(FE)) is
also equivalence relation. By construction ¢ and E have the same
equivalence classes. Thus xFy if and only if xQy. Thus F = Q. It
follows that X is a left inverse for II.

Suppose that P is a partition. Then Q =II(X(P)) is also a partition.
So the parts of Q are the equivalence classes of 3(IP). But these are,
by construction, the parts of P. So P = Q. It follows that X is a right
inverse for II. By Lemma 6.5 we have that II is a bijection. U

8.11. Integers. The construction of quotients is one of the jewels of
modern mathematics: a natural way to construct new things out of old.
Here we lay out our first example; it will not be the last.

Definition 8.12. Suppose that X = N2. We define a relation F c X? =
(N? x N?) by

(p,q)E(r,s) ifandonlyif p+s=r+gq

Here the additions make sense because p, ¢, r, and s are natural
numbers. O

Exercise 8.13. Prove that E, as given by Definition 8.12, is an
equivalence relation. O

With Exercise 8.13 in hand we may explore the equivalence classes
of E. Suppose that p lies in N. Then we have

[(pao)]E = {(p+ kvk) € N2 | ke N}[(Oap)]E = {(kap+ k) € N2 | ke N}

To “see” this, we draw N? as a quarter plane, with z- and y-axis being
the first and second copies of N. The points of the equivalence class
[(p,q)]E lie along a line with slope one, running through (p,q). See
Figure 8.14.

Consulting Figure 8.14, we find that the elements of a fixed equiva-
lence class share a “mysterious” property; namely (p,q)E(r,s) if and
only if p—q =r —s. We this “mysterious” because subtraction is not
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-3, -2, -1, 0y

ond”

1z
(0,2)

2;
(0,1)

3z
(0,0) (1,0) (2,0) (3,0)

FIGURE 8.14. The equivalence classes of E (Definition 8.12).
defined for natural numbers. We enshrine this observation in our next
piece of notation.

Notation 8.15. Let F be the equivalence relation on N given in
Definition 8.12. Then we may write

7 =NJE
If k£ is a natural number then we may write k, = [(k,0)]z. We may call
k, an integer and Z the set of integers. O

We usually omit the subscript Z from our integers. Instead we use
phrases like “Suppose that k is an integer” or “Fix k € Z”.

9. WELL-DEFINED FUNCTIONS AND INTEGER ARITHMETIC

9.1. Arithmetic in Z. We now would like to be able to add and
multiply integers. Moreover, and this is rather the point of integers, we
would also like to negate and subtract them. There is a natural choice
for all of these operations, as well as a certain problem to be overcome.

Definition 9.2. We call 0, and 1, the zero and one of Z. Suppose that

ky, =[(p,q)]e and £, = [(r,s)]g. We define the following operations on
7.

o ky+,0,=[(p+1,q+s)]e (addition)
o kyx, U, =[(pr+qs,ps+qr)]g (multiplication)
* —k.=[(¢,p)]p (negation) O

These definitions all operate in a similar fashion. They claim to define
functions from Z2 to Z, but in fact they are functions from N2 x N? to Z.
This is because they “look inside” the equivalence class, make a choice
of an element, and compute with that. Only then do they form a new
equivalence class.
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As an example, suppose that we wish to compute 3, +, 4,. We might
choose (6,3) and (6,2) to represent 3, and 4,. We then form [(12,5)]g
and note that this is 7,, as desired. However, what if we instead had
picked (10,7) and (10,6) to represent 3, and 4,7 In that case we get
[(20,13)]g; luckily this is again equal to 7,. Being lucky is nice; however
a more systematic method is available.

9.3. Well-defined functions.

Theorem 9.4. Suppose that X and Y are sets. Suppose that E 1is
an equivalence relation on X. Suppose that f: X —'Y is a function.
Suppose also that we have:

(INVAR) for all x,x" € X, if tEx' then f(x) = f(z').
Then there is a unique function fp: X|E =Y satisfying f = froqg.

This generalises to functions from (X /FE)? and higher cartesian prod-
ucts.

When mathematicians use Theorem 9.4 — the “universal property of
quotients” — they usually do not explicitly invoke it. Instead they

(1) define f (while pretending to define fg),
(2) check the hypothesis (INVAR), and
(3) then declare that fg is well-defined.

After proving the theorem we shall do the same.

Proof of Theorem 9.4. We first build the function fr and then prove it
is unique.

Let @ be relation from X/E to Y which contains ([z]g,y) exactly
when

e there is some 2/ € X so that f(z') =y and 2’ € [z]g.

Suppose that [z]g is any equivalence class. Note that [z]g is non-empty
as it contains x. Let y = f(x). Then ([z]g,y) lies in Q.

Suppose that there is some z € X and y/,y"” € Y so that ([x]g,vy’)
and ([z]g,y") lie in Q. By the defining property of @ there are ' and
" in [z]g so that f(2') =" and f(2") = y". By the definition of [z]g
we have x Fx' and x Ez”. By the symmetry of E' we have ' Ez. By the
transitivity of £ we have 2/ Ex”. By the hypothesis (INVAR) we have
f(z") = f(«"), and so y' = y". Thus @ is graphical, as desired. Taking
fE = @ completes the construction.

Suppose that z is an element of X. Thus (froqg)(x) = fe([z]E) =
f(x) and so we have f = froqg.

Suppose that fr: X/E — Y is another function satisfying f = f o ¢g.
Suppose that [x]g is an element of X/E. Then fr([z]g) = f(z). Also,
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fe([z]E) = fr(ge(z)) = f(z). Since fg and fj, have the same domain,
codomain, and relation, they are equal. Thus fg is unique. [

9.5. Back to arithmetic.

Lemma 9.6. The arithmetical operations in Z, given in Definition 9.2,
are well-defined.

Proof. Suppose that (p,q) and (p’,q’) are elements of k,. Suppose that
(r,s) and (r',s") are elements of ¢,. Swapping them as needed, we may
assume that p < p’ and r < r’. Appealing to the solution to Exercise 8.13
we find that there are natural numbers P and R so that

(p+Pqg+P)=(p',¢) and (r+R,s+R)=(r",s")
To show that addition in Z is well-defined we compute as follows:
(p'+r',¢d+s)=(p+P+r',q+ P+5s")
=(p+P+r+R,g+P+s+R)
=(p+r+P+R,g+s+P+R)

By the solution to Exercise 8.13 this last lies in [(p+7r,q + s)]g, as
desired.
To show that multiplication in Z is well-defined we compute as follows:

W7+ ds' 05 +7') = (0 + P+ (g + P, (p+ P)s'+ (g-+ P)r')
=((p+P)r'+(q+P)s',(p+ P)s'+ (q+ P)r'")
=((p+P)(r+R)+(¢+P)(s+R),

(p+P)(s+R)+(q+P)(r+R))
=((pr+qs+(p+qR+(r+s)P+2PR,
ps+qr+(p+q R+ (r+s)P+2PR))

By the solution to Exercise 8.13 this last lies in [(pr + gs,ps + qr)]E, as
desired.
To show that negation in Z is well-defined we compute as follows:

(¢.p')=(¢+Pp+P)
By the solution to Exercise 8.13 this last lies in [(q,p)]g, as desired. O
With the operations in place we can deduce their usual properties,

as lemmas, rather than as axioms. We will focus on two which are
mysterious in some presentations, but which are transparent here.
Corollary 9.7.

e —0,=0,

o (-12) %z (-12) =1z
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Proof. Recall that 0, = [(0,0)]z. We obtain —0, by reversing the order
of (0,0). Since this does not change the ordered pair, we have -0, = 0.
We now compute as follows:

(=1,) %5 (~1.) = (=[(1,0)]w) x» (~[(1,0)]5)  definition of 1,

= ([(0,1)]r) 2 ([(0,1)]r) definition of negation
=([(0x0+1x1,0x1+1x0)]g) definition of x,
=([(1,0)]r) arithmetic
=1, definition of 1,

and we are done. O

Here is a final corollary.

Corollary 9.8. The natural function N — Z taking n — n, is an
ingection. Furthermore, this function takes addition and multiplication
in N to the corresponding operations in Z. 0

With the integers safely defined, we return to thinking of individual
integers as numbers, rather than as equivalence classes.

Challenge 9.9. Give a definition of QQ, the rational numbers, in the
style of Definition 8.12. Use this to explain the claim that 1/2 “equals”
2/4. Use your definitions to prove that all non-zero elements of Q have a
multiplicative inverse. Finally, give a natural injection from Z to Q and
prove that this function takes addition, multiplication, and negation in
Z to addition, multiplication and negation in Q.
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10. MODULAR ARITHMETIC
10.1. Multiples and divisors.

Definition 10.2. Suppose that m and n are integers. We say that m
is a multiple of n if there is an integer k£ so that m =k xn. If m is a
multiple of n then we also say that n divides n. &

Notation 10.3. Suppose that m and n are integers. Suppose that n
divides m. Then we may write n|m. &

Exercise 10.4. Show the following.

(1) The relation of divides on Z is reflexive and transitive, but not
symmetric.

(2) Plus and minus one divide all integers.

(3) All integers divide zero.

(4) Zero divides only itself. O

10.5. Modulus n.

Definition 10.6. Suppose that a, b, and n are integers. We say that a
and b are congruent modulo n if there is some integer k so that a = b+kn.
That is, a — b is a multiple of n. O

Thus congruence modulo n gives a relation on Z.

Notation 10.7. Suppose that a, b, and n are integers. If a and b are
congruent modulo n then we may write a =b (mod n). We call n the
modulus of the congruence. &

Exercise 10.8. Prove that a =b (mod n) is an equivalence relation on
Z. &

Notation 10.9. The equivalence classes of a = b (mod n) are often
called congruence classes. If a is an integer then we may write [a],, for
the congruence classes modulo n containing a. We also may write

ZInZ ={la],|acZ}
for the set of equivalence classes.” Finally we use g,:Z — Z/nZ for the

quotient map. O

The notation Z/nZ is pronounced “Z mod n Z" or “Z modulo n Z”.
Exercise 10.10. Prove the following.
e The equivalence classes of Z/0Z are singletons.

9The notation Z/nZ comes from algebra, where we may form a “quotient” of a
group (or ring) by one of its subgroups (or ideals).
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e The quotient Z/17Z contains exactly one equivalence class.
e For any integer n we have Z/nZ = Z/(-n)Z. O

We now count the number of elements of Z/nZ: that is, the number
of equivalence classes of a =b (mod n).

Exercise 10.11. In light of Exercise 10.10 we may suppose that n is a
positive integer.

e Suppose that m is an integer. Prove that [m - n], = [m], =
[m +n],.

e Suppose that r and 7’ lie in [n]. Prove that r =+ if and only if
[7]n=[r"]n

e Sketch a proof that Z/nZ has exactly n elements: that is, a = b
(mod n) has exactly n equivalence classes. &

As a concrete example we explore the equivalence classes of the
integers modulo n = 6. Suppose that a lies in Z. Then we have

[ale={a+6keZ]|keZ}

To “see” this, we draw Z along an logarithmic spiral in C, the complex
plane, as shown in Figure 10.12. The points of the equivalence class
[a]e lie along the ray from the origin and through the point exp(a%).

R @ -
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FIGURE 10.12. The equivalence classes of a =b (mod 6) (Definition 10.6).
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10.13. Modular addition, multiplication, and negation.

Definition 10.14. Suppose that n is an integer. We call [0],, and [1],
the zero and one of Z/nZ. Suppose that a and b are integers. We define
the following operations on Z/nZ.

e [a], +. [b]n = [a+b], (addition)

e [a], x, [b]n = [a x b], (multiplication)

o —.[a], =[-a], (negation) O

Lemma 10.15. The arithmetical operations in Z[nZ, given in Defini-
tion 10.14, are well-defined. O

The proofs are similar to, but simpler than, those of Lemma 9.6 and
we omit them.

Corollary 10.16. The quotient function q,:Z — Z[nZ takes addition,
multiplication, and negation in Z to the corresponding operations in

ZInZ. O

Exercise 10.17.
(1) Find the unique integer between zero and six (inclusive) congru-
ent to 320 (mod 7).
(2) Find the unique integer between zero and six (inclusive) congru-
ent to 21! (mod 7).
(3) Find the unique integer between zero and six (inclusive) congru-
ent to 23* (mod 7). O

11. BOOLEANS AND THEIR OPERATORS
11.1. Booleans. We introduce two new symbols T and F.
Definition 11.2. A boolean is an element of the set B={T,F}. <&

One common interpretation of the symbols T and F is “true” and
“false”.

11.3. Boolean operators.

Definition 11.4. Suppose that n is a natural number. Suppose that
B = {T,F}. Recall that B" is the cartesian product of B with itself,
n times. We may call a function f:B" — B a boolean operator. The
number n is called the arity of f. O

For example, the identity Idg is a boolean operator with arity one.
There are two boolean operator with arity one which are constant; one
always returns T and the other always returns F. Here is the final
operator with arity one.
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Definition 11.5. Suppose that P is a boolean. We define (=P) via
the following table.

P (-P)
T F
F T
We call (=P) the negation of P. It is pronounced “not P”. O

Definition 11.6. Suppose that P and ) are booleans. We define the
following operators; all have arity two.

P Q (PvQ) (PrQ) (P-Q) (PoQ)

T T T T T T
T F T F F F
F T T F T F
F F F F T T

The operators v, A, -, and < are called, respectively, the disjunction,
the conjunction, the implication, and the equivalence operators. These
are, in order, pronounced as “or”, “and”, “implies”, and “is equivalent

tO” <>

Remark 11.7. There are twelve more boolean operators of arity two. It
is an amusing exercise to list them all and give them their names. <&

We will call the operators -, v, A, -, and < the basic boolean
operators. We may compose these operators to obtain more complicated
ones, with possibly higher arities.

Example 11.8. In these examples, the arity is two; this is because the
arity counts the number of independent inputs to the operator.

e (PAP)A(QAQ))
e (P~ (-P))~Q)
o (Pe(-P)) < (Qe(-Q))) o
Suppose that f is a boolean operator. Any given composition of
the basic operators, giving f, is called an expression for f. In an
expression any sub-expression (beginning and ending with a pair of
matching parentheses) is called a clause. A clause that does not contain
parentheses is necessarily one of the basic operators. As an example,
the expression
((PAP)A(PVP))
has three clauses of lengths five, five, and thirteen. This expression is a
somewhat lengthy description of the operator Idz.
We note, but do not prove, that the five basic operators are a bit
more than is strictly “needed”.
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Theorem 11.9. Any boolean operator can be written as a composition
of the operators — and v. O

As a few very special cases of the theorem, we note the following
equalities.

(PrQ)=(=((-P) v (-Q)))

(P=Q)=((-P)vQ)

(P=@Q)=((P->Q)A(Q~>P))
Using these we can express <> solely in terms of — and v.

Exercise 11.10. Simplify the compositions given in Example 11.8.
Then write each in terms of - and v. O

11.11. Boolean algebra. The boolean operators v and A have many
features in common with the operations u and n. The following are
modelled on Lemmas 5.7, 5.14, 5.20, and 5.22

Lemma 11.12. Suppose that P, (), and R are booleans. Then we have
the following.

(1) (PvT)=T and (PVvF) =P (identity)

(2) (PvQ)vR)=(Pv(QVR)) (associativity)

(3) (PvQ)=(QvV P) (commutativity)

(4) (P—Q) =T if and only if (PVv Q) =Q (absorption)

(5) (Pv P)=P (idempotent)

Exercise 11.13. Provide the proof of Lemma 11.12 &
We omit the remaining proofs.

Lemma 11.14. Suppose that P, (), and R are booleans. Then we have
the following.

(1) (PAT)=P and (PAF)=F (identity)

(2) (PAQ)AR)=(PA(QAR)) (associativity)

(3) (PAQ)=(QAP) (commutativity)

(4) (P—>Q) =T if and only if (PAQ) =P (absorption)

(5) (P AP)=P (idempotent) O

Lemma 11.15 (Distributive laws). Suppose that P, Q, and R are
booleans. Then we have the following.

o (PA(QVE))=((PAQ)V(PAR))
o (PV(QAR))=((PvQ)r(PVR)) O

Lemma 11.16 (De Morgan’s laws). Suppose that P and @ are booleans.
Then we have the following.

o (-(PvQ))=((=P)r(-Q))
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e (=(PrQ))=((-P)V(-Q)) 0
11.17. Tautologies.

Definition 11.18. Suppose that n is a natural number. Suppose that
B ={T,F}. Suppose that f:B" — B is a boolean operator. We may call
f a tautology if f(x) =T for all x € B*. We may call f an antinomy if
f(x) =F for all z € B". O

For an example, consider f(P) = (P — P). This is a boolean operator
of arity one. If P =T then we obtain f(T) = (T - T) =T, according to
Definition 11.6. If P = F then we obtain f(F)=(F—F)=T. Thus f is
a tautology. Similarly, g(P) = (P < (-=P)) is an antinomy.

Lemma 11.19. Suppose that f and g are boolean operators of the same
arity. Then (f < g) is a tautology if and only if f =g. O

In particular, if f and g are given as different compositions of the
basic operators, then we may freely replace the one expression by the
other. Thus tautologies give us ways to simplify boolean operators
expressed as compositions.

We note that Lemma 11.19, added to the lemmas of Section 11.11,
give us a large supply of tautologies. Here are a few more, that seem to
arise in practice.

((=(=P)) < P) double negation

(P->Q) < ((-Q)—(-P))) contraposition
(P->Q)< ((-P)vQ)) definition of implication
(P-Q)<((P>Q)A(Q—P))) definition of equivalence

And here are some of the tautologies graced with the name “rules of
deduction”.

(Pv(-P)) law of the excluded middle

(PA(P-Q))—-Q) modus ponens
((P-Q)A(Q—-R))»>(P—R)) transitivity of implication
(((-P)—>F)—>P) argument by contradiction

12. TRUTH TABLES

Here we discuss truth tables; an algorithmic method for dealing with
boolean operators expressed as a composition of the basic operators.
Before we do so, we require an ordering on the set of binary strings of
a fixed length.
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12.1. Ordering binary strings. Suppose that n is a natural number.
Suppose that v and v are binary strings of length n. Suppose that w; is
the 7th bit of u; we define v; similarly.
We now say that u < v if either
® u=voOr
e there is some k so that u; = v; for i < k and w;, = 0 while v, = 1.

This is called the lexicographic order on binary strings of a fixed length.
Said another way, u < v if at the first position k& where they disagree we
have uy, < vy.

Here is the lexicographic ordering of the binary strings of length
three.

000<001<010<011<100<101<110< 111

Here are a few examples in length five.

00111 < 01000 01000 < 01101 11110 < 11111

Exercise 12.2. Give the lexicographic order on binary strings of length
four. O

We may transfer this to obtain an ordering on the elements of {T, F}"
by making an identification of T with zero and F with one. Here is the
resulting lexicographic order on strings over {T,F} of length three.

TTT<TTF <TFT <TFF <FTT<FTF <FFT <FFF

12.3. Lookup tables. The lookup table for a boolean operator f of
arity n is

e the list of strings w of length n over {T,F} and

e next to each w in the list the boolean f(w).

Examples have almost already appeared in Definitions 11.5 and 11.6.

12.4. An algorithm to produce lookup tables. Suppose that f
is a boolean operator of arity n. Suppose that f is given to us as
a composition of the basis operators. To be concrete, we will use
f=((PvQ)—(QAP)) as our running example. To form the lookup
table for f we must compute f(T,T), f(T,F), f(F,T), and f(F,F)
and record them, in that order. To save effort and space, we do not
compute these one at a time. Instead we compute them together, in a
truth table, as follows.

Algorithm 12.5.

(1) We make a table with five (= 1 +2") rows, with f in the first
row. We leave all columns blank, except for the columns below
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P and ). Those we fill using the values for P and () generated
by lexicographic order.

(P v Q= (@ ~ P)

T T T T
T F F T
F T T F
F F F F

(2) For each innermost clause (those that do not contain further
parentheses), and for each row (so the values of P and @ are
fixed), we use Definitions 11.5 and 11.6 to fill in the value of the

clause.
(P v Q) - (Q ~ P))
T T T T T T
T T F F F T
F T T T F F
F F F F F F

The new entries in the table are in bold face.
(3) We now repeat the process for the clauses only containing inner-
most clauses, using the computed values of the innermost.

(P v @ = (Q A~ P)
TTTTTTT
TTFFTFFT
FTTFTTFF
FFFTTFTFF

Again, the new entries in the table are in bold face.

(4) In general, we repeat the previous step; in its k! iteration we
assign values to clauses containing only clauses dealt with at
step k — 1 or earlier.

This completes the algorithm.

Here then is the lookup table for our running example.

P Q (PvQ)—(QrP))

T T T
T F F
F T F
F F T

We deduce that the boolean operator is equal to (P < Q).
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Exercise 12.6. Use Algorithm 12.5 to prove that modus ponens
(PA(P=>Q))—Q)

is a tautology.

37
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13. QUANTIFIERS AND THEIR LAWS

13.1. Quantifiers. Here we explore two kinds of statements: the uni-
versal and the ezistential.

We begin with a running example from Euclid’s Elements |4, Book 9,
Proposition 20]. We give the statement in a slight nonstandard form.*°

Theorem 14.2. There are arbitrarily large primes.

We postpone the proof. We rephrase Theorem 14.2 as follows:

(EucC) For every natural number n there exists a natural number p so
that p >n and p is prime.

We introduce a function PRIME:N — {T,F} defined by PRIME(n) =T
exactly when n is prime. With this definition we can rewrite our
condition as follows.

(Euc) For every natural number n there exists a natural number p so
that ((p > n) A PRIME(p)).

To finish rewriting (EUC) we require a bit of notation and a definition.

Notation 13.2. Suppose that X is a set. We may abbreviate the
phrase for all x € X as Vo € X. We may abbreviate the phrase there
erists v € X as dJr e X.

In either case, if the set X is fixed throughout the discussion, we may
simplify the notation to just Vx and Jz. &

Note that V is an upside-down “A” and 3 is a backwards “E”. These
logical operators are called quantifiers. The fragment Vz may be
pronounced as “for all x”, “for every x”, “for any z”, “for each x”, or
similar. The fragment 3z may be pronounced as “there exists x”, “for
some z”, “for at least one x”, or similar.

Definition 13.3. Suppose that X is a set. Suppose that S(z) is a
property. Then the sentence (Vx € X S(x)) holds if and only if S(x)
holds for every z in X. On the other hand, the sentence (3x € X S(z))
if and only if S(z) holds for some z in X. &

This definition justifies the names of the two quantifiers: V is the
uniwersal quantifier while 3 is the existential quantifier. We can now
finish rewriting our condition (with the background set understood to
be the natural numbers).

(2UC) (Vn(3p((p>n) A PRIME(p))))

0T his is because we wish to focus on quantifiers ranging over a fixed set (here
the natural numbers) rather than quantifiers ranging over sets.
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Thus do we replace clarity by concision. We justify this by noting
that shorter expressions are far easier to manipulate formally.'!

Exercise 13.4. Translate the following sentences into English and
determine whether or not they hold. For each one the background set
is the natural numbers.

o (Vp(3n((p>n) A PRIME(p))))
e (In(¥p((p>n)APRIME(p))))
e (3p(Vn((p>n) A PRIME(p)))) o

As the exercise shows, the order of quantifiers is a delicate matter. That
is, the sentences

(Ve (3y S(z,y))) and  (Fy(Vz S(z,y)))

are only very rarely equivalent.

13.5. Negation and distribution for quantifiers. There is a duality
between the universal and existential quantifiers, as follows.

Theorem 13.6. Suppose that X is our background set. Suppose that
S(x) is a property. Then

o (=(Yz S(x))) holds if and only if (3z (=S(x))) holds.

o (=(3z S(x))) holds if and only if (Vz (=S(x))) holds.

Proof. Suppose that (~(Vz S(x))) holds. Thus (Vz S(z)) does not
hold. So S(zx) does not hold for some x in X. Thus (=S(z)) does hold
for some x in X. That is, (3z (-S(z))) holds.

Each step of the above argument reverses; thus the first equivalence
is proven.

To prove the second, negate both sentences and recall that (~(=P))
is equivalent to P. O

Theorem 13.7. Suppose that X is our background set. Suppose that
R(zx) and S(z) are properties. Then
o (Vx (R(z)AS(x))) holds if and only if (Vx R(x))A(VYx S(x)))
holds.
e (3x (R(x)vS(x))) holds if and only if ((3z R(x))v(3x S(x)))
holds.

On the other hand, there are no “distributive laws” for V over v or
for 3 over A. We omit the proofs.

1Ty see the truth of this, try multiplying one hundred and twelve by eighty three
without using some form of place notation.
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Proof of Theorem 13.7. Suppose that (Vz (R(z) A S(x))). Then for
every z in X we have that (R(z) A S(z)) holds. That is, for every
x in X we have that R(x) holds and S(x)) holds. So, for every x
in X we have that R(z) holds and, for every x in X, we also have
that S(x)) holds. That is, (V2 R(x)) holds as does (Vz S(x)). Thus
((Vz R(z)) A (VYz S(x))) holds.

Every step of the above argument reverses; thus the first equivalence
is proven.

To prove the second, negate both sides, apply Theorem 13.6, and
recall that R(x) and S(x) were arbitrary properties. O

Exercise 13.8.

e Prove that (Vo (R(xz)—S(x))) implies ((Vz R(z))—(Vx S(z))).
e Show by means of an example that the latter need not imply
the former. <

14. PROOF

14.1. An example.
Theorem 14.2. There are arbitrarily large primes.

The more usual statement is “There are infinitely many primes.” The
original statement in Euclid’s Elements is “Prime numbers are more than
any assigned multitude of prime numbers.” |4, Book 9, Proposition 20].
But actually that is false: the actual “original” statement was written in
Greek, probably on papyrus, perhaps within a few decades of 300 BCE.
No trace of it remains. The oldest surviving complete copy of Euclid’s
Elements is instead written on parchment and dates to 888 CE [5].

Before giving the proof of Theorem 14.2, we require a definition and
two preliminary results.

Definition 14.3. Suppose that p is a natural number greater than one.
Then p is prime if it has exactly two positive divisors. O

Since p is divisible by one, and by itself, these are all of its (positive)
divisors. Here are the needed “helper” statements.

Lemma 17.12. Suppose that X is a finite set. Suppose that'Y is a
subset of X. Then'Y 1is finite.

Proposition 16.12. Suppose that n is a natural number greater than
one. Then n is diwvisible by some prime.
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Proof of Theorem 14.2. Recalling the discussion of Section 13.1, we
begin by fixing a natural number n. We now must find a prime p larger
than n.

Let P be the set of primes less than or equal to n. By Lemma 17.12,
the set P is finite. So let (p;)¥, be the list of elements of P, say in
order of size. We define N to be one, plus the product of these primes.
That is:

N=1+po-pi-pa-pk
Suppose that p lies in P. Thus N is congruent to one modulo p. In
particular N is not divisible by p.

By Proposition 16.12, the natural number N is divisible by some
prime, say q. We deduce that ¢ does not lie in P. From the definition
of P we deduce that ¢ is greater than n. O

There are several things to note about the proof.

e The overall plan of the proof follows the previous discussion in
Section 13.1.

e The existence of P follows from the axiom of specification applied
to [n+1].

e The finiteness of P depends on Lemma 17.12. Although this
lemma is “obvious” we have not proved it yet.

e Likewise, the claim that N is divisible by a prime depends on
Proposition 16.12. Again we have not proved this yet.

Each of these points is interesting in its own right. Taking them
altogether, they suggest that different proofs of Theorem 14.2 can have
very different levels of detail.

However it is not the case that writing down a proof is “merely” a
matter of being “formal enough”. A proof may also require some act
of imagination. As one piece of evidence for this we note that the
definition of IV, above, was a bit subtle. If this is not convincing enough,
consider the following exercise.

Exercise 14.4. Prove that there are arbitrarily large primes that are
congruent to 3 modulo four. O

14.5. Proof, informally. With our example in hand, we attempt an
informal definition.

Definition 14.6. A proof is a convincing argument. &

This definition lays bare the central issue; for an argument to be
convincing, there is some person that needs to be convinced. However,
an argument that convinces one person may not convince another. In
one respect this is obvious; somebody who does not read English will
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not find the proof of Theorem 14.2; or indeed anything in these lecture
notes, enlightening.

Next, there are rhetorical issues. For example, a writer may signal
the difficulty of steps in a proof. Phrases such as “it is easy to see” or “a
simple argument gives” are common. Less common, but still used are
phrases like “it is a deep result that” or “the crucial step is”. However,
there is a blurry area between helpful advice on the one hand and
misleading propaganda on the other. Both may be convincing, but we
should try to avoid the latter.

Finally, there are subtle problems of representation. While writing
these notes I have assumed that you, the reader, has an excellent
background at A-levels maths. But perhaps my conception of A-level
maths is incorrect. Or perhaps your preparation is stronger in some
areas and weaker in others; as a result some of the arguments here may
be more or less convincing.

Taking the above definition seriously leads us to a somewhat awkward
conclusion; that “proof” is a social construct that lives somewhere
between the minds of the writer and the reader.

14.7. Formal proof. We now try to minimise the sociological nature
of “proof”. (This section is not examinable.)

Definition 14.8. Suppose that A is a list of axioms. Suppose that
D is a list of rules of deduction. Furthermore, suppose that there are
algorithms that decide if a given statement lies in A (or not) and if a
given statement can be deduced, by a given rule in D, from a given list
of other statements.

Suppose now that S is a statement. Then a proof of S from A and
D is a list (5;)7_, of statements where:

e For each k, either
— S is an axiom (lies in A) or
— Sy, follows from the statements (S;);<, by one of the rules
of deduction (from D) and
e S5,=5. <&

This more formal definition captures many features of mathematical
practice. It is also a valuable tool in making proofs first-class mathe-
matical objects. Done carefully, proofs written this way can be checked
by computer, using tools such as proof assistants. Finally, and perhaps
most significantly, Godel started from the idea of formal proof and
showed that (for very general A and D) there are statements that can
neither be proven nor disproven.
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Definition 14.8 is the model for how mathematicians think of proofs.
However it is not, for the most part, what they actually do. Mathe-
maticians use diagrams, draw pictures, collect evidence (by hand or
via computer), make conjectures, stare into space, and argue with each
other a lot, often waving their hands about. It is perhaps possible to
restate some of these activities in terms of Definition 14.8. But that is
not the end goal of most mathematicians.

15. PATTERNS OF PROOF

15.1. Direct proof of implications. Many mathematical statements
are written in the form “if P then )” where again P and () are mathe-
matical statements.

Definition 15.2. The statement ‘if P then ()7 is an the implication
with hypothesis P and conclusion Q). O

Here is an example.
Lemma 15.3. If n is an even integer then n? is an even integer.

One way to prove an implication is directly. That is, we assume P,
make various deductions, and finally deduce Q).

Proof of Lemma 15.3. Suppose that n is an even integer. So there is
some integer k with n = 2k. Thus n? = 4k? = 2 x 2k?. Thus n? is even,
as desired. 0

Exercise 15.4. Give a direct proof of the implication “If n is an odd
integer then n? is an odd integer.” O

Definition 15.5. The converse of the implication “if P then ()7 is the
implication “if ) then P”. O

In general if an implication holds, its converse may or may not hold.

Definition 15.6. We may say that P and @) are equivalent, and we
may write “P if and only if )” when P implies @) and () implies P. <&

Note that to prove an equivalence we must prove a pair of implications.

Exercise 15.7. Give a direct proof of the following fragment of
Lemma 5.14. Suppose that X and Y are sets. If X c Y then
XnY=X. <&

Exercise 15.8. Give a direct proof of the following implication: Sup-
pose that X, Y, and Z are sets. Suppose that f: X - Y and ¢:Y - 7
are bijections. Then go f is a bijection. O
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15.9. Proof by contraposition.
Definition 15.10. The contrapositive of the implication “if P then ()"

is the implication “if not ) then not P”. O
As discussed in Section 11.17, the statement
(P=Q) < ((-Q) ~ (-P)))
is a tautology. Thus to prove an implication it suffices to prove its

contrapositive.
Suppose that k is an integer. We say that k is a sum of two squares
if there are integers x and y so that k = 22 + 2.

Lemma 15.11. Suppose that p is an integer. If p=3 (mod 4) then p
is not a sum of two squares.

Proof. We prove the contrapositive, directly. Suppose that p is a sum
of two squares. So there are integers x and y so that p = 22 + y2. There
are now several cases: either x and y are both even, both odd, or have
opposite parity.

Suppose that z and y are both even. So we have integers z and w so
that x =2z and y = 2w. Thus z? = 422 and y? = 4w? are both divisible
by four. That is 22 =4%=0 (mod 4). Thus p=22+y?=0 (mod 4).

Suppose that x and y are both odd. So we have integers z and w so
that x =2z+1 and y = 2w+1. Thus 22 = 422+42+1 and y? = dw? +4w+1
are both congruent to one modulo four. Thus p = 2% + y? =2 (mod 4).

Finally suppose that  and y have opposite parity. Breaking the
symmetry, we assume that x is even and y is odd. So we have integers
z and w so that x =2z and y = 2w + 1. Using the same logic as above,
we find that p= 22 +y? =1 (mod 4).

In all cases we have that p is not congruent to three modulo four. [

Note that in the above proof the outermost pattern was a proof by
contraposition. However, as an inner pattern we had a proof by cases.
This is a way to organise work; we announce the complete list of cases
and then dispose of each in order.

Exercise 15.12. Suppose that p is an integer. Prove that if p = 7
(mod 8) then p is not a sum of three squares. [Hint: if p = 22 + y? + 22
then consider  modulo four.| &

15.13. Proof by contradiction. We now have a result even older
than Theorem 14.2. (This was known to the cult of Pythagoras [10].
However, it was likely also known a thousand years earlier [2].)

Theorem 15.14. There is no rational number r so that r? = 2.
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This is a non-existence statement. To prove it, we use proof by
contradiction. That is, we assume its negation and derive a contradiction.
This is very similar to the tautology

(((-P) > F)~P)

Proof of Theorem 15.14. Suppose, for a contradiction, that there is
some rational number r so that 72 = 2. By definition, we have that
r = p/q where p and ¢ are integers, with ¢ positive. Since r2 = (-r)? we
may also assume that p is positive.

We now give a proof by infinite descent. Take py = p and ¢y = ¢.
Square both sides to find p2/¢2 = r2 = 2. Thus p? = 2¢3. Since p? is
even, by the contrapositive of Exercise 15.4 we have that pg is even.
We write py = 2p; and find that 4p? = 2¢2. Thus ¢2 = 2p? and, again by
Exercise 15.4, we have that ¢y is even. We write ¢p = 2¢; and find that
4q? = 2p?. Thus p? = 24¢3.

Repeating the argument, we obtain sets {p }ren and {gx } ey so that

Pi=2¢;  pra=2pr  and  qp = 2g

We deduce that py > pry1. Thus {pi}rey is a set of natural numbers
with no least element. This contradicts the well-ordering principle
(Theorem 16.11). O

Exercise 15.15. Prove that there is no rational number r so that
r?=3. &

Exercise 15.16. Prove that there is no rational number r so that
r3=2. O

15.17. Proof by construction.
Lemma 15.18. There is a prime greater than 200.

This is an existence statement. Note that Theorem 14.2 implies this,
but without giving a explicit prime. In a proof by construction we give
an explicit example and verify that it has the desired properties.

Proof of Lemma 15.18. We claim that N =211 is prime. Suppose not;
then N factors as a product of, say, k > 2 primes. If all of these primes
are greater than /N ~ 14.5 then we conclude that N > (v N)k > N, a
contradiction. Thus to prove N is prime it suffices to check if any of
the primes less than 15 divide N.

The list of primes less than 15 is (2,3,5,7,11,13). For each we give
its largest multiple which is still less than N.

210=2x105 210=3x70 210=5x42
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210=7x30 209=11x19 208=13x16

Thus 211 is congruent to one modulo two, three, five, and seven. Sim-
ilarly 211 is congruent to two modulo eleven and congruent to three
modulo thirteen. In particular 211 is not divisible by any of the given
primes, so we are done. O

The outermost pattern in the above is a proof by construction. How-
ever the inner steps are themselves proofs, using other patterns.
Exercise 15.19. Give a proof by construction of the following: there is
a number less than 1000 having at least four distinct prime factors. <

Exercise 15.20. Prove that there is an injection from Q to N. O
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16. INDUCTION AND RECURSION
16.1. Induction. We now state the principle of induction.'?

Axiom 16.2. Suppose that (P(n))nen is a sequence of sentences, one
for each natural number. Suppose that

(1) P(0) holds and

(2) for all k e N, if P(k) holds then P(k+1) holds.

Then P(n) holds for all n. O

In the above definition, part (1) is often called the base case. Part (2)
is often called the induction step; also, in part (2) the sentence P(k) is
often called the induction hypothesis.

Here is a simple example of proof by induction.

Lemma 16.3. Every natural number is either even or odd.

Proof. Suppose that n is a natural number. Let P(n) be the sentence
“n is even or n is odd”.

We now deal with the base case, where n = 0. Since 0 = 2 x 0, the
number zero is even. Thus P(0) holds.

We now deal with the induction step. Suppose that k is a natural
number which is even or odd. We must prove that £+ 1 is even or odd.
There are two cases.

e Suppose that k is even. Thus there is a natural number ¢ so
that k=2(. So k+1=2¢+1 is odd.
e Suppose that k is odd. Thus there is a natural number ¢ so that
k=20+1. Sok+1=20+2=2({+1) is even.
Thus P(k) implies P(k + 1), establishing the induction step.
Thus we are done by induction. 0

Exercise 16.4. Prove that every natural number is congruent to at
least one of zero, one, or two, modulo three. &

16.5. Recursion. We now give one version of the recursion theorem,
sometimes called weak or linear recursion. There are others; see [6,
page 48|.
Theorem 16.6. Suppose that F:NxN — N is a function. Suppose that
a s a natural number. Then there is a unique function f:N - N so that
e f(0)=a and
e for all k we have f(k+1)=F(k, f(k)). O

2This can be proven from the axioms of set theory — for example, see [3,
Theorem 4B].
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Example 16.7. With notation as in Theorem 16.6, we take F'(k,¢) =
2k +1+ /(¢ and a = 0. The conclusion of the theorem gives a function
f:N - N where

e f(0)=0and
o f(n+1)=2n+1+ f(n). &
We compute the first few values of f.

f(0)=0
f(1)=2x0+1+f(0)=1
f(2)=2x1+1+f(1)=3+1=4
F(3)=2x2+1+f(2)=5+3+1=9
f(4)=2x3+1+f(3)=7+5+3+1=16
f(5)=2x4+1+f(4)=9+7+5+3+1=25

This leads us to the following.
Lemma 16.8. The sum of the first n odd numbers equals n?.

Proof. The sum of the first n + 1 odd numbers is given by adding the
first n — 1 odd numbers, and then adding 2n + 1 to the result. Thus the
sum is exactly f(n), as given by Example 16.7. Since f(n) is defined
by recursion, we give a proof by induction.

In the base case we have f(0) =0 =02, as desired.

For the induction step, we suppose that f(k) = k2. We now compute
as follows.

flk+1)=2k+1+ f(k) definition of f
=2k+1+k? induction hypothesis
=(k+1)? algebra

Since the base case and the induction step hold we are done by
induction. O

Exercise 16.9. Define g(n) to be the sum of the first n natural
numbers. Give a definition using recursion, compute the first several
values, guess a polynomial equalling g, and prove your conjecture using
induction. &

16.10. The well-ordering principle. Suppose that S is a subset of
N. An element s € S is a least element if, for all £ € .S, we have s <t.

We are now in a position to pay off one of our debts. We prove the
well-ordering principle by induction.
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Theorem 16.11. Suppose that S is a subset of N. If S is non-empty,
then S has a least element.

Proof. We prove the contrapositive. So suppose that S has no least
element.

We now proceed by induction. Let P(n) be the sentence “Sn[n] = &".

We first deal with the base case. Since [0] = @ we have that P(0)
holds.

We now turn to the induction step. We prove this by contradiction.
Suppose that S n[n] is empty and S n[n+1] is non-empty. Thus n
lies in S, and is a least element. This contradicts our assumption that
S has no least element. This completes the induction step.

We deduce that P(n) holds for all n. Thus S is empty, as desired. [

It is almost the case that the well-ordering principle implies the
principle of induction. For a detailed and elementary discussion, see |7].

We are now equipped to pay off another of our debts [4, Book 7,
Proposition 31].

Proposition 16.12. Suppose that n is a natural number greater than
one. Then n is divisible by some prime.

Proof. Suppose that n is a natural number, greater than one. Let S be
the set of divisors of n which are greater than one. That is,

S={keN|k>1and k divides n}

Note that n lies in .S, so S is not empty.

Applying the well-ordering principle, let s be a least element of S. If
s is prime we are done. So, for a contradiction, suppose that s is not
prime. So s is divisible by some natural number ¢ strictly between one
and s. Since divisibility is transitive, we deduce that ¢ lies in S. So s
was not a least element of S, a contradiction. O

17. STRONG INDUCTION, RECURSION, FINITE SETS, AND THE
PIGEONHOLE PRINCIPLE

17.1. Strong induction. In the usual form of induction we only allowed
ourselves to “look back one step”. With the strong form we may look
back as many steps as we like.

Axiom 17.2. Suppose that (P(n))nen i a sequence of sentences, one
for each natural number. Suppose that

o for all ke N, if P(£) holds for all ¢ < k then P(k) holds.
Then P(n) holds for all n. O
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Despite the name, strong induction is very slightly weaker than weak
induction. We again refer to |7] for a closely related discussion.

Stong induction gives us another “proof pattern”. Here is an important
example.

Theorem 17.3. Suppose that n is a natural number, greater than zero.
Then n has a unique factorisation into primes.

Proof. Suppose that n is a natural number greater than zero. If n =1
then n has the empty factorisation. We now assume that n > 2 and
proceed by strong induction.

We first prove that n has at least one prime factorisation. If n is
prime then we are done. If n is not prime, then we may write n=a-p
where a and b are natural numbers strictly between one and n. As a
and b are less than n, by the induction hypothesis both a and b have
unique prime factorisations. Multiplying these together we obtain a
prime factorisation for n.

We now prove that n has at most one prime factorisation. Suppose
that

n=pr-pPacee i and n=q g Q
are a pair of factorisations. We may assume that p; < p;;1 and ¢; < gi+1
for all 7. If p; = ¢; then apply the induction hypothesis to n/p; to
conclude that p; = ¢; for all i.
Suppose, for a contradiction, that p; < ¢g;. Then we have

PPz pr = e qe) = (@ —p)ga- - @

Since 1 < q; —p; < n the induction hypothesis gives us a prime factorisa-
tion 71 -7y -+ - 1,,. So the displayed number above factors as

”"1-7"2.--..7"m-q2..--.q£

and this factorisation is unique. Note that p; divides this. However,
since p; < q; we deduce that p; is not equal to any of the ¢;. We deduce
that p; equals one of the r;. Thus p; divides ¢; — p;. So p; divides ¢, a
contradiction.

The case where ¢ < p; is argued similarly and this completes the
proof. O

17.4. Strong recursion. Instead of giving a precise statement of
“strong” recursion we give a very common example.

Example 17.5. We define f:N - N by
 /(0)=0,
e f(1)=1, and
o f(k+2)=f(k+1)+ f(k) for all keN.



2022-11-06 ol

We may call f(n) the n'® Fibonacci number. O

Note that the definition of f(n) requires knowing the previous two
values. Here are the first ten values of f.

n |0123456 7 8 9
f(n)|0 11 23 5 8 13 21 34

Proving facts about the Fibonacci numbers will typically require strong
induction.

Sets, like functions, may also be constructed recursively. Again,
instead of giving formal defintions we content ourselves with a few
examples.

Exercise 17.6.

(1) Determine the number of binary strings of length n where no
adjacent bits are equal.

(2) [Hard.] Determine the number of binary strings of length n
where no adjacent bits are both 0. &

17.7. Finite sets and the pigeonhole principle. A dovecote is a
structure intended to house pigeons or doves. Part of its interior is
typically divided into small pigeonholes to allow the pigeons to nest
separately or in pairs. The pigeonhole principle states that

e if there are more pigeons than pigeonholes and
e if every pigeon is in some pigeonhole

then some pigeonhole contains at least two pigeons. The origins of the
principle are, of course, unclear [1].
We give a slightly non-standard proof, starting with the following.

Theorem 17.8. Suppose that n is a natural number. Suppose that
fiIn] = [n+1] is a function. Then f is not a surjection.

This statement is modelled on our version of Cantor’s theorem (Theo-
rem 3.12).

Proof of Theorem 17.8. We proceed by induction.

We begin with the base case. Here we must prove that there is no
surjection from [0] to the singleton set [1]]. For a contradiction, suppose
that there is some surjection f:[0] - [1]. Thus there is some element
a of [0] so that f(a) =0 € [1]. However, by Notation 1.13 the set [0] is
empty. Thus a does not exist, we have obtained a contradiction, and
the base case is complete.

We now prove the contrapositive of the induction step. Suppose
that f:[n+ 1] - [n + 2] is a surjection. We now define a function
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g:[n] = [n+1].

f(k), if f(k)<n+1
g(k)=1f(n), if f(k)=n+1and f(n)<n+1
0, if f(k)=f(n)=n+1
We now show that ¢ is a surjection.
Suppose that ¢ is any element of [n + 1]; so £ <n + 1 and thus is an

element of [n +2]. Since f surjects [n + 2] there is some k € [n + 1] so
that f(k) =¢. There are now two cases: either k <n or k = n.

(1) Suppose that k <n. Since f(k)=/¢<n+ 1, the first line of the
definition of g applies. Thus g(k) = f(k) = ¢ and we are done.

(2) Suppose that k& = n. This does not lie in the domain of g. Instead,
we again use the fact that f is surjective. So there is some
k" € [n+1] so that f(k') = n+1. Note that f(n) =£ <n+1= f(k').
Since f is a function, we deduce that k&’ is not equal to n. Since
f(k"y=n+1and f(n)<n+1, the second line of the definition
of g applies. Thus g(k’) = f(n) = ¢ and we are done.

Thus g is a surjection, as claimed. This completes the induction step,
and thus the proof of the theorem. O

Remark 17.9. In the proof above, the third line of the definition of ¢ is
only present to ensure that g is a function. The third line is not needed
to show that ¢ is a surjection. O

Exercise 17.10. Give proofs of the following, using Theorem 17.8 as
needed.

(1) Suppose that n is a natural number. Prove that there is no
injection g¢: [n + 1] - [n].

(2) Suppose that m and n are natural numbers, with m > n. Prove
that there is no injection g:[m] — [n].

(3) Suppose that n is a natural number. Prove that there is no
bijection ¢:N — [n]. [That is, N is infinite in the sense of
Definition 3.14.]

(4) Suppose that X is a finite set. Then it has a unique cardinality
(as given in Definition 3.9).

(5) Suppose that X is a finite set. Then a function f: X — X is an
injection if and only if it is surjection. O

From Exercise 17.10(4) we deduce the following.

Corollary 17.11. Suppose that X and Y are finite sets with cardinal-
ities m and n. Then there 1s a bijection from X to Y if and only if
m=n. 0
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We finish with a final result about finite sets, paying off our final (7)
debt.

Lemma 17.12. Suppose that X is a finite set. Suppose that'Y is a
subset of X. Then'Y is finite.

Proof. Since X is finite, it is in bijection with [n] for some n € N. So
we may simplify the remainder of the proof by assuming X = [n]. This
also allows us to assume that Y is a subset of N.

We now build a function f by recursion. That is, we define a sequence
of functions and take f equal to the last one.

In the base case we have fy:[0] — Y, the unique function with domain
[0] and codomain Y.

For the recursive step, we assume that fy:[k] = Y has already been
defined. Let Y}, = fx([k]) be the image of [k] under fi. There are two

cases.

e If Y, =Y then f = f; and the construction is done.
e Otherwise, let y, € Y — Y} be the least element, obtained from
the well-ordering principle. We now define fy,i:[k+ 1] - Y by

(D), i<k
f’“+1(£)_{yk, it0=k

This defines fr,; and so completes the recursive step.

By induction each of the f; is an injection. Thus by the pigeonhole
principle (Exercise 17.10) the construction terminates after at most n
steps, giving f. Since the construction terminates, f is surjective. Thus
Y is finite. 0
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APPENDIX A. SOLUTIONS TO EXERCISES

Solution 1.7. Suppose that X and Y are empty sets. Then every
element of X (there are none) belongs to Y. Similarly, every element

of Y (there are none) belongs to X. Thus, by the axiom of extension,
X=Y. O

Solution 1.12.

(1) To prove that @ ¢ X we must check, for every x € @, that x
lies in X. Since there are no elements of @, no checks can (or
need to) be made. Thus all checks (again, there are none) are
successful. Thus @ c X, as desired. [Such a statement, where
nothing needs to be checked, is said to hold vacuously.|

(2) To prove that X c X we must check, for every x € X, that x lies
in X. This holds, so we are done. O

Solution 1.14. Suppose that Y is a subset of [n]. For each k < n,
either k is in Y or it is not. All of these possibilities are independent:
that is, for any collection of n two-fold choices there is such a subset Y.
Thus there are 2 x 2 x --- x 2 = 2" subsets of [n]. O

Solution 2.13.
(1) Recall that
[n] ={0,1,2,...,n -1}

is the set of the first n natural numbers. To represent a function
f:12] = [2] we list the images as lists of the form (f(0), f(1)).
Here are all possibilities:

(0,0) (0,1) (1,0) (1,1)

Note that there are two possibilities for the first entry, and two
possibilities for the second, giving a total of 4 = 2 x 2 functions
overall.

(2) Suppose that f is a function on [n]. We can specify the rule for
f by listing, in order, the elements f(0), f(1), f(2), and so on
until f(n—1)."® There are n possibilities for each, and no other
restrictions. Thus the number of possible rules is n, multiplied by
itself, n times. Thus the correct count is nxnxnx...xn =n" [0

Solution 3.5.

13Any argument that mentions “and so on” in fact needs induction. We will
discuss this more carefully in Section 16.
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(1) The function f:R - R, where f(x) = x2, is not injective because
f(1) = f(-1). It is not surjective because —1 is not a square of
a real number.

(2) The function ¢:R,y - R, where g(z) = 22, is injective. For,
suppose that x and y are non-negative reals. Suppose that
g(z) = g(y). Thus 22 = y? and so 22 - y2 = 0. We factor and
deduce that (x +y)(xz -y) = 0. Note that, since x and y are
non-negative, then x +y =0 if and only if z =y =0. In this case
we are done. Suppose instead that x +y > 0. Dividing, we find
that x —y =0. Thus x =y, as desired.

On the other hand, ¢ is not surjective because -1 is not a
square of a positive real number.

(3) The function h:R — Ry, where h(z) = z2, is not injective,
because h(-1) = h(1). It is surjective because every non-negative
real number has a real square root. A careful proof of this
requires the completeness property of the real numbers.

(4) The function k:R,y — Ry, where k(x) = 22, is a bijection. It is
injective for the same reason ¢ is injective. It is surjective for
the same reason h is surjective. U

Solution 3.7. Recall that
nl=nx(n-1)x(n-2)x...x2x1

is the factorial of n. We claim that the number of permutations of [n]
is n! (pronounced “n factorial”.).

Suppose that f:[n] - [n] is a permutation. We may represent f as
via the list (f(0), f(1),..., f(n—-1)). There are n possibilities for f(0).
Since f is a bijection, it is an injection. Thus we know that f(1) # f(0).
Thus there are n — 1 possibilities for f(1). By the same logic, we have
that f(2) # f(1) and f(2) # f(0). Thus there are n — 2 possibilities
for f(2). Continuing in this way, we have n — k possibilities for f(k).
Thus, when we reach f(n - 1) there is only one possibility for it. We
deduce that there are n! =nx (n-1) x (n-2) x...x2x 1 permutations
of [n]. O

Solution 3.13. Suppose that X is a set. Suppose that ¢:P(X) - X
is an injection. We define a function f: X - P(X) as follows.

Suppose that a € X. Note that, as ¢ is injective, there is at most one
(and perhaps no) subset A ¢ X so that g(A) = a. That is, either g(A) = a
for some unique A c X or there is no such A. In the former case we take
f(a) = A. In the latter case we take f(a) =@. Since g is a function, we
find that f is surjective. This contradicts Theorem 3.12. O

Solution 4.8. A solution here relies on our definition of m x n.
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A geometric definition takes m x n to be the number of unit squares
in a m-by-n rectangle. The squares are indexed by ordered pairs from
[m] x [n]. This gives a bijection from [m] x [n] to the set of squares,
and we are done. [This proof relies on our intuitions about the plane
R?; however this is one of the things we were hoping to understand
using cartesian products.|

A recursive definition instead assumes (of x) that for all m we have:

(1) mx0=0 and
(2) for all n, we have m x (n+1) =m xn+m.
Now the proof that [m] x [n] has the correct cardinality requires induc-

tion, and the following lemma: If X and Y are disjoint finite sets then
IXuY]|=|X]|+|Y] O

Solution 4.10. The set A x B consists of all ordered pairs (a,b) where

a lies in A and b lies in B. Suppose that A is the empty set. Then

there are no such elements a. Thus there are no such ordered pairs.
The argument when B is empty is similar. U

Solution 4.23.
(1) Here are two binary strings of length five:

11001 01010

In general, if byb1bsb3bs is a binary string, then there are two
possibilities for each of the bits b;. Thus the number of binary
strings of length five is 25 = 32.

(2) The reasoning above generalises to any n € N; so there are 2"
binary strings of length n. In particular, there is exactly one
binary string of length zero - the empty string eg.

(3) Suppose that w is a binary string of length n having exactly one
bit which is 1. Thus the other bits are all zeros. There are five
such strings of length five.

10000 01000 00100 00010 00001

In general, the string w is completely determined by the position
(also called the index) of the non-zero bit. There are n choices
for this position, thus there are n such binary strings.

(4) Suppose that w is a binary string of length n having exactly
two bits which are 1. Thus the other bits are all zeros. There
are ten such strings of length five.

11000 10100 10010 10001 01100
01010 01001 00110 00101 00011
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As in the previous exercise, w is determined by the positions
of the non-zero bits. Suppose that these positions are ¢ and j.
Since ¢ is a position in w, we have 0 <7 < n, and similarly for 7.
If we swap the roles of 7 and j we obtain the same string. Thus,
to avoid counting this string twice, we introduce the assumption
that 7 < j.

We have reduced the problem to that of counting the pairs
(i,7) so that 0> i< j <n. We note that, if 7 is fixed, then there
are n — 1 — 1 possibilities for j. Thus the number of such pairs is

n(n-1)
2
Checking our work with n =5 we obtain (5 x 4)/2 = 10. u

(n-1)+(n-2)+-+2+1-=

Solution 5.8. Each proof relies (in a slightly different way) on the
similarity between

how the union operator acts on sets and
how the word “or” acts on properties.

We will also use Lemma 1.16 repeatedly; that is, to prove an equality
of sets it suffices to prove that each contains the other.

(1)

Taking Y = @ we apply Lemma 5.6 and deduce that X ¢ X u@.
To prove the opposite inclusion, suppose that x lies in X u @.
Thus z lies in X or the empty set. However, the empty set
contains no elements (Definition 1.6) thus z lies in X. Thus
Xu@gcX. By Lemma 1.16 we are done.
Suppose that z lies in (X uY)u Z. Then z liesin X or Y, or
in Z. We deduce that x liesin X, or in Y or Z. Thus z lies in
XuYuZ). Thus (XuY)uZcXu((YuZ).

For the opposite inclusion, suppose that x lies in X u (Y u Z2).
Then z lies in X, orin Y or Z. We deduce that x liesin X or Y,
orin Z. Thus z lies in (XuY)uZ. Thus Xu(YuZ) c (XuY)uZ.
By Lemma 1.16 we are done.

Suppose that z lies in X uY. Thus z lies in X or in Y. That is,
x lies in X or x lies in Y. Thus z lies in Y or x lies in X. Thus
xliesinY orin X. Thus XuY cYulX.

The opposite inclusion is proved in the same way, swapping

the roles of X and Y.
Suppose that X c Y. Suppose that = liesin X uY. Then z
lies in X orin Y. Since X c Y in either case z lies in Y. Thus
X uY cY. The opposite inclusion follows from Lemma 5.6.
From Lemma 1.16 we deduce that X uY =Y.
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Suppose that X uY =Y. By Lemma 5.6 we have that X c
X uY. Since X uY we deduce that X cY.
(5) By Lemma 5.6 we have that X ¢ X u X.
For the opposite inclusion, suppose that x lies in X or in
X. That is, x lies in X or z lies in X. Thus z lies in X. We
deduce that X u X c X. From Lemma 1.16 we deduce that
XuX=X. O

Solution 5.21. By Lemma 1.16 to prove an equality it suffices to
check two inclusions.

Suppose that = lies in X n (Y u Z). Thus x lies in X and z lies in
Y or Z. Thus zx lies in X and Y or z lies in X and Z. Thus z lies in
XnY orxliesin X nZ. Thus x lies in (X nY)u (X nZ) as desired.

Suppose that z lies in (X nY)u (X nZ). Then we reverse the above
steps to find that = lies in X n (Y u Z), as desired.

The proof that union distributes over intersection is similar, and we
omit it. U

Solution 5.23. By Lemma 1.16 to prove an equality it suffices to
check two inclusions.

Suppose that = lies in X — (Y uZ). Thus x lies in X and does not lie
inY orin Z. Since z is not in Y or in Z we deduce that x is not in Y
and z is not in Z. Thus x lies in X and not in Y and not in Z. Thus
x lies in X and not in Y and lies in X and not in Z. Thus x lies in
X -Y and lies in X — Z. This z lies in (X -Y) n (X - Z), as desired.

Suppose that x lies in (X - Y) n (X - Z). Reversing the above steps
shows that = lies in X - (Y u Z), as desired.

The proof of the second equality is similar, and we omit it. O

Solution 6.6. Suppose that f is surjective. Thus, for each y € Y
there is some x € X so that f(z) =y. For each y we choose one such x
and denote it g(y).'* Thus g:Y — X is a function. We now compute as
follows:

(feo9)(y) = fl9(y)) definition of o
=y definition of g(y)
=Idy (y) definition of Idy

Since this holds for all y in Y, we deduce that f o g =1Idy, as desired.

MWhen Y is infinite, picking the elements g(y) requires the aziom of choice.
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Suppose that g is a right inverse for f. Suppose that y is any element
of Y. Let = = g(y). We compute as follows:

y =1dy(y) definition of Idy
=(fog)(y) g is a right inverse for f
= f(9(y)) definition of o
= f(x) definition of x

Since this holds for all y in Y, we deduce that f is surjective, as desired.

Suppose that f is bijective. Thus f is injective and surjective. By the
above, f has both a left inverse, say g, and a right inverse, say ¢’. Note
that f is a right inverse for g and a left inverse for ¢’. Again applying
the above, we deduce that g is surjective and ¢’ is injective. Suppose
that y is any element of Y. We compute as follows:

9(y) = g(Idy (v)) definition of Idy
=g((fog")(w)) g’ is a right inverse for f
=(go(fog))(w) definition of o
=((g°f)og)(y) associativity of o
= (g f)(d'(y)) definition of o
=1dx(g'(v)) g is a left inverse for f
=g'(y) definition of Id,

Thus g = ¢’ is the desired inverse for f. Note also that if ¢ is another
inverse for f then the above computation (with ¢” replacing ¢') shows
that g = ¢”. Thus f has only one inverse, as desired.

Suppose that f has an inverse, say g. So ¢ is both a right and left
inverse for f. Thus by the above f is both injective and surjective.
Thus f is bijective, as desired. 0

Solution 6.8. Suppose that f and g are both injective. Suppose that
x and 2’ lie in X. Suppose that (go f)(x) = (go f)(«'). Since g is
injective, we deduce that f(z) = f(«'). Since f is injective, we deduce
that = 2/, as desired.

Suppose that f and g are both surjective. Suppose that z lies in Z.
Since g is surjective, there is some y in Y so that g(y) = z. Since f is
surjective, there is some x is X so that f(x) =y. Thus (go f)(z) = z,
as desired. 0

Solution 7.4.
(1) We list the solutions to x +y =2 over N. They are:

(0,2),(1,1),(2,0)
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These are all of the elements of P. Since (0,0) is not in P, we
have that P is not reflexive. Since the formula defining P is
symmetric in z and y, we have that P is symmetric. (This can
also be proved directly, by checking the ordered pairs.) Since
(0,2) and (2,0) lie in P but (0,0) does not, P is not transitive.
(2) We list the solutions to  —y < 2 over N. They are, for n,k e N:

(n+2,n),(n+1,n),(n,n),(n,n+1),...,(n,n+k),...

Since (n,n) lies in @ for all n, we have that @ is reflexive. Since

(0,3) lies in @ but (3,0) does not, @ is not symmetric. Since

(4,2) and (2,0) lie in @ but (4,0) does not, ) is not transitive.
(3) We list the solutions to |x —y| < 2 over N. They are, for n € N:

(n+2,n),(n+1,n),(n,n),(n,n+1),(n,n+2)

Since (n,n) lies in R for all n, we have that R is reflexive. Since
the formula defining R is symmetric in  and y, we have that
R is symmetric. Since (4,2) and (2,0) lie in @ but (4,0) does
not, R is not transitive. O

Solution 7.8. Recall that an equivalence relation E on X is a subset
of X2. Since X = [4] we may visualise X? as a four-by-four grid of
squares. We visualise E' by filling in some of the squares of the grid —
blank squares do not belong to E. Finally, we give each filled square a
colour, and insist that filled squares in the same row or column receive
the same colour. (The reason for this will be explained when we discuss
equivalence classes.) All equivalence relations on [4], represented in
this fashion, are drawn in Figure A.1. Each of the properties of an
equivalence relation places a condition on the diagrams of Figure A.1.

e Since F is reflexive, the squares on the diagonal (running from
the upper left to lower right in each diagram) are all filled.

e Since F is symmetric, each diagrams has a reflection symmetry
across the diagonal.

e Since FE is transitive, there is a “Tetris” effect in the diagram.
Suppose that the square (x,y), in row z and column y, is
filled. Then for every filled square in row y, say (y,z), the
corresponding square, here (z, z), is filled in row x.

On the other hand, if a diagram follows these rules, then it encodes an
equivalence relation. We now generate the diagrams as follows.

(1) The diagonal gives the identity relation.
(2) Given a diagram of an equivalence relation (say the identity)
we can fill in a single additional square, We then use symmetry
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FIGURE A.1. Equivalence relations on X = [4]. Drawing style inspired by
Tilman Piesk [8] who presents the case of X = [5].

and transitivity to fill in the smallest number of squares needed
to make the diagram that of an equivalence relation.

Starting with the identity relation the above procedure gives the next six
diagrams. Starting with one of those, we obtain the next seven diagrams.
Finally, starting with one of those we obtain the final diagram, of the
universal relation.

Our list is complete because every equivalence is obtained from the
identity relation by adding some number (perhaps zero) of squares. Our
list is irredundant because all of the diagrams are distinct. U

Solution 8.3.

(1) We list the partitions of X = [4] by listing those with smaller
parts before those with larger parts.

0123 01213 02/1]3 03[1]2 0[123
0132 0123 01|23 02[13 03|12

012]3 013)2 023]1 0[123 0123

If the largest part of a partition is a singleton, then all parts
are singletons and we obtain 0|1|2|3. To obtain more partitions
from this, we combine any two; there are six ways to do this.
After this we consider the partitions with two parts of size two;
there are three of these. Finally, there are four partitions with
a part of size three and one partition with a single part. Thus
there are 15 partitions of [4].
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(2) We count the partitions of X = [n] with exactly two parts, say
P and @). Note that ) = X — P is determined by P. Thus it
suffices to count the number of subsets of X which are non-
empty and proper. There are 2" — 2 of these. However, these
come in complementary pairs P and X — P. So dividing by two
gives the desired lower bound. U

Solution 8.6. Each colour in each diagram in Exercise 7.8 corresponds
to one equivalence class. As a consequence,

e the equivalence classes of the equivalence relations in the solution
to Exercise 7.8 are exactly

e the parts of the partitions given in the solution to Exercise 8.3(1).

O

Solution 8.7. There are twelve equivalence classes — one for every
month of the year. (Note that this assumes that in each month there is
at least one person born in that month.)

As a further exercise: Suppose that D is the equivalence relation on
the set of people where Dy if x and y are born on the same day of the
same month. Count the number of equivalence classes for D. O

Solution 8.13. We recall that for (p,q), (r,s) € N? we have
(p,q)E(r,s) ifandonlyif p+s=r+gq

Since p+q = p+ q we deduce that E is reflexive. Since p+s=1+¢q
implies r + ¢ = p+ s we deduce that F is symmetric.

Transitivity is more interesting. Suppose that (p,q)E(r,s) and
(r,s)E(t,u). Thus p+s=r+qand r+u =1t+s. We add these
equations to obtain

p+ts+r+u=r+q+t+s

Addition in N is cancellative — that is z +y = x + z if and only if y = z.
Thus in the equation above we may cancel the terms (r and s) appearing
on both sides. This gives p+u =1t + q, as desired. O

Solution 10.4.

(1) Suppose that m, n, and ¢ are integers.
Since m = 1 x m we have that m|m. Thus divides is reflexive.
Suppose that ¢jn and n|m. So there are integers k and h
so that n = k x ¢ and m = h x n. Substituting, we have that
m = (hx k) x{. Thus ¢/m. So divides is transitive.
Note that 1|2, but 2 does not divide 1. Thus divides is not
symmetric.



2022-11-06 63

(2) Suppose that m is an integer. Then m =m x 1= (-m) x (-1).
Thus 1 and -1 divide m.

(3) Suppose that m is an integer. Then 0 =0 x m. Thus m divides
Zero.

(4) Suppose that m is an integer. Suppose that zero divides m.
Thus there is some k so that m =k x 0. Thus m = 0. Thus zero
divides only itself. 0

Solution 10.8. Note that a—a =0=0xn. Thus a =a (mod n). Thus
the relation is reflexive.

Suppose that a =b (mod n). So n divides a—b. So there is an integer
k so that a—b =k xn. Thus b—a = (k) xn and so n divides b — a.
Thus b=a (mod n). Thus the relation is symmetric.

Suppose that a = b (mod n) and b = ¢ (mod n). Thus there are
integers h and k so that

a-b=hxn and b-c=kxn
Adding these equations we have
(a=b)+(b-c)=hxn+kxn
and thus
a-c=(h+k)xn
Thus a = ¢ (mod n). Thus the relation is transitive and we are done. [J

Solution 10.10.

e If a =0 (mod 0) then a - b is a multiple of zero: that is, a = b.
So we have [a]y = {a} for any integer a.

e Suppose that a and b are integers. Thus a = b+ (a—b) x 1. Thus
a=b (mod 1), as desired.

e Suppose that a = b (mod n). So a = b+ kn for some integer k.
Thus a =b+ (=k) x (-n). We deduce that a =b (mod —)n. O

Solution 10.11.

e Suppose that m is an integer. Note that m—(m-n)=n=1xn.
Thus m — (m —n) is divisible by n. Thus m =m -n (mod n).
Similarly, m — (m+n) = -n = (-1) xn. Thus m = m+n
(mod n), as desired.
e Suppose that r and 7’ lie in [n]. If r =’ then r -7’ = 0. Since
n|0 we have that r =7/ (mod n), as desired.
Suppose that r =’ (mod n). So n divides r —r’. So there is
some integer k so that r — 7’ = k x n. We have two cases: either
r>r’orr’ >r.
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Suppose that r > /. Then r — 7’ is non-negative. Since n is
positive, we deduce that k is non-negative. If k=0 then r =7/
and we are done. If k > 0 then r -7’ = k xn > n. However,
r—r'<n-1, a contradiction.

Suppose that r’ > r. Thus r —r’ is non-positive. Since n is
positive, we deduce that k is non-positive. If £ =0 then r =1’
and we are done. If £k <0 then r —7" = k xn < —n. However,
r—r'>1-mn, a contradiction.

o Let
E={lrlnlreln]}
By the above £ has n elements. We claim that £ = Z/nZ: that
is, these are all of the equivalence classes of the relation.

We first deal with the non-negative integers. Suppose that
m < n. In this case m lies in [n] and we are done. Suppose now
that m > n. Suppose also, for a contradiction, that [m], does
not lie in £. We may assume that m is the least such positive
integer.!®> Thus m - n is non-negative and less than m. By the
above [m], = [m -n],. Thus [m - n], does not lie in . This
contradicts our assumption that m was minimal.

Now suppose that m < 0. Suppose for a contradiction that
[m], does not lie in £. We may assume that m is the greatest
such negative integer. Note that m +n > m. By the above
we have [m +n], = [m],. If m+n >0 then we contradict the
previous paragraph. If m+mn <0 then we contradict the assumed
maximality of m. In either case we are done. U

Solution 10.17.

(1) Using the rules of exponents and modular arithmetic we compute

as follows:
320 = (3% (mod 7) because 20 =2 x 10
=9 (mod 7) 3?=9
=29 (mod 7) 9=2 (mod7)
= (2°)? (mod 7) 10=5x2
=(32)? (mod 7) 2° =32
=4? (mod 7) 32=4 (mod 7)
=16 (mod 7) 42=16
=2 (mod7) 16=2 (modT7)

5This requires the well-ordering principle proven later as Theorem 16.11.
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(2) Using the rules of exponents and modular arithmetic we compute

as follows:
2111 = (2%)37  (mod 7) because 111 = 3 x 37
=8% (mod 7) 23 =18
=1°" (mod 7) 8=1 (mod?7)
=1 (mod 7) ¥ =1

(3) We note that
2]:  [4]:  [Bl=[1)
are the equivalence classes of 2!, 22, and 23, respectively. Thus
20=(28x2)=1%x2=2 (mod7)
Thus [2¥]; depends only on the residue of £ modulo 3. Said
another way, we have
[1]7, ifk=0 (mod 3)
[2¥];=4[2]7, ifk=1 (mod 3)
[4]7, if k=2 (mod 3)
Since 320 = 0 (mod 3) we have 23 =1 (mod 7). O

Solution 11.10.

e From the definition of A we deduce that we may replace (P A P)
by P. Thus we have the equality of functions

(PAP)A(QAQ))=(PArQ)

The latter is equal to (=((=P) v (=Q))).
e From the definition of - we deduce that we may replace (P —
(=P)) by (=P). Thus we have the equality of functions

(P~ (=P))~Q)=((-P)->Q)

The latter is equal to ((=(=P))VvQ) which in turn equals (PvQ).
e From the definition of < we deduce that we may replace (P <
(=P)) by F. Thus we have the equality of functions

(Pe(=P) = (Q+(-Q)))=(F<F)
Thus this is the function (of arity two) that always equals T. [

Solution 11.13.

e The operator (Pv(Q) gives T if either boolean is T. Thus (PvT)
gives T. On the other hand (P v F) gives T if and only if P =T.
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o Ifallof P, ), and R are F then both of the operators ((PvQ)VR)
and (P v (Q Vv R)) give F. On the other hand, if any of P, @,
or R are T then both operators are also T.

e One of P or Q is T if and only if one of ) or P is T.

e We have that (P v Q) = @ does not hold if and only if P =T
and @ = F. But this is also the case for (P — Q).

e From the definition of v we have (TvT) =T and (FVF)=F. O

Solution 12.2. We take the order on the strings of length three, form
two copies, and prefix the strings in the first copy with 0 and those in
the second with 1.

0000 <0001 <0010 <0011 <0100 <0101 <0110 <0111 <

1000 <1001 <1010 <1011 <1100< 1101 <1110 <1111 O

Solution 12.6. We give the completed truth table.

(P A (P - Q) Q)
TTTTT
FTFFT
FFTTT
FFTFT

SRCEERE
s

The final entries (in bold) are all T, thus the operator is a tautology. [
Solution 13.4.

e The given sentence is
(Yp(3n ((p > n) A PRIME(p))))
which directly translates to
for all p there exists an n so that p >n and p is prime

This does not hold. For consider p = 4. Then the sentence after
the universal quantifier becomes

there exists an n so that 4 >n and 4 is prime

This does not hold, regardless of the n we consider, because 4 is
not prime.
e The given sentence is

(3n (Vp((p>n) APRIME(p))))

which directly translates to

there exists an n such that for any p we have p >n and p is prime
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This does not hold. Suppose for a contradiction that such an n
exists. Then inner clause holds for all p. So we may take p =n.
We deduce that n > n; this is the desired contradiction.

e The given sentence is

(3p (Yn((p>n) A PRIME(p))))

which directly translates to
there exists a p so that, for any n, we have p >n and p is prime

This does not hold. Again, for a contradiction we suppose that
such a p existed. Since the inner clause holds for all n, we
may take n = p. We deduce that p > p; this is the desired
contradiction. O

Solution 13.8.

e Suppose that
(Vo (R(z) > 5(x)))

holds. Suppose further that (Vo R(x)) holds. We must show
that (Vx S(z)) holds. So fix any 2’ in X. Thus R(z") and
(R(z")—S(z")) both hold. From modus ponens we deduce that
S(x') holds. As 2z’ was arbitrary, we deduce that (Vx S(x))
holds, as desired.

e We now show, by means of an example, that

((Vz R(z)) > (Vz S(x)))
need not imply
(Vz (R(z) ~ S(x)))
Suppose that X is the set {0,1}. Suppose that R(x) is the
property (x =0). Suppose that S(x) is the property (z = 1).
Then the sentence
((Vz R(z)) > (Vz S(x)))
translates to
If every number in X equals zero, then every number
in X equals one.
The hypothesis does not hold and neither does the conclusion.

Therefore the implication holds (Definition 11.6). On the other
hand, the sentence

(Va (R(z) = 5(x)))

translates to
For any x in X, if £ =0 then x = 1.
Since 0 # 1, this does not hold. O
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Solution 14.4. Suppose that n is a positive integer. Let P be the set
of primes less than or equal to n which are congruent to 3 modulo four.
By Lemma 17.12 the set P is finite. Let (p;)¥, be list of elements of P,
in order of size. We define M to be the product of these primes. We
now define N to be

N - M+2, it M=1 (mod4)
| M+4, f M=3 (mod4)

Thus N is congruent to 3 modulo four. Thus N is odd and so not
divisible by two. Also, N is not divisible by any prime p in P.

By Proposition 16.12, the integer N is divisible by some prime. Thus
there is some prime ¢ dividing N. So ¢ does not lie in the set P. Also,
since ¢ is not equal to two, we deduce that ¢ is odd.

Let (g;) be the list of primes dividing IV, ordered by size.'® Note that
none of the ¢; lie in P.

Suppose, for a contradiction, that all of the ¢; are congruent to 1
modulo four. Then the same holds of their product, N. This contradicts
the definition of N. Thus there is at least one prime ¢ in the list (g¢;)
which is congruent to 3 modulo four. This completes the proof. [l

Solution 15.4. Suppose that n is an odd integer. Thus there is an
integer k so that n = 2k+1. We find that n? = 4k2+4k+1 = 2(2k?+2k) +1.
Thus n? is odd, as desired. O

Solution 15.7. Suppose that X c Y. Thus, by Definition 1.10 we
have that, every x in X also lies in Y. Recall from Definition 5.10 that
we have

XnY={z]zeX and z€Y}

Note that X nY c X, by Lemma 5.13.

We now prove that X ¢ X nY. Suppose that = is any element of X.
Since X c Y we have that x lies in Y. Thus z lies in X and z lies in Y.
Soxliesin XnY. Thus X c XnY.

Since XNnY c X and X ¢ X nY Lemma 1.16 tells us that X nY = X,
as desired. O

Solution 15.8. Since f and g are bijections, they are both injections.
By Lemma 6.7 we have that go f is an injection. Similarly, since f and
g are bijections, they are both surjections. By Lemma 6.7 we have that
go f is a surjection. Since go f is both an injection and a surjection, it
is a bijection, as desired. U

Solution 15.12. Suppose that p is a sum of three squares: say
p=x2+y%+ 22 We now break into cases depending on the residues of

16T his step requires the fundamental theorem of arithmetic — see Theorem 17.3.
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x, y, and z modulo four. For example, suppose that x = 4w + b where b
lies in [4]. Thus 22 = 16w? + 8wb + b?. Taking this modulo eight we get
either 0, 1, or 4. The same holds for y? and z2. The sum of all three
modulo eight is one of the following:

0=0+0+0 1=1+0+0 2=1+1+0 3=1+1+1
4=4+0+0 5=4+1+0 6=4+1+1

In no case do we obtain a residue of seven modulo eight. 0

Solution 15.15. Suppose that, for a contradiction, there is a rational
number r = p/q with 72 = 3. Changing the signs of both p and ¢ (if
needed) we may assume that ¢ is positive. Since r? = (-r)? we may
further assume that p is positive.

We now descend. By hypothesis, p? = 3¢2. So p? is a multiple of three.
So the same holds of p. Thus we may write p = 3u. Thus ¢? = 3u?. We
deduce that ¢ is a multiple of three. Thus we may write ¢ = 3v. Thus
r =ufv where u < p and v < ¢. This completes the descent.

We have shown that if = p/q then there is a smaller pair of positive
numbers u and v having the same ratio. Repeating this indefinitely
contradicts the well-ordering principle (Theorem 16.11). O

Solution 15.16. Suppose that, for a contradiction, there is a rational
number 7 = p/q with 3 = 2. Changing the signs of both p and ¢ (if
needed) we may assume that ¢ is positive. Note that r3 has the same
sign as r itself. Thus p > 0.

We now descend. By hypothesis, p? = 2¢3. So p3, and thus p, is even.
Thus we may write p = 2u. So p3 = 8u? = 2¢3. Thus ¢3 = 4u?. We deduce
that ¢ is even. Thus we may write ¢ = 2v. Thus ¢® = 803 = 4u?. So,
finally, u3 = 2v3. Thus r = u/v where u < p and v < ¢. This completes
the descent.

We have shown that if 7 = p/¢ then there is a smaller pair of positive
numbers u and v having the same ratio. Repeating this indefinitely
contradicts the well-ordering principle (Theorem 16.11). O

Solution 15.19. The smallest number with four distinct prime factors
is 2x3x5x 7 which equals 210. As this is less than 1000 we are done. []

Solution 15.20. Suppose that r = ep/q where € = £1, where p > 0,
where ¢ > 0, where p and ¢ share no common factors, and where € = 1 if
p=0. We define f:Q — N by f(r) = 2¢+13r54.

We now show that f is an injection. Suppose that r = ep/q and s =
dufv is a pair of rational numbers. Suppose that n = f(r) = f(s). Since
q > 0 the number n is greater than or equal to five. By Theorem 17.3



70 2022-11-06

the number n has a unique prime factorisation. Thus we may recover e,
p, and ¢ from n. Thus € =9, p=wu, and ¢ =v. Thus r = s, as desired. [

Solution 16.4. Suppose that n is a natural number. Let P(n) be
the sentence “n is congruent to zero, one, or two, modulo three”.

We now deal with the base case, where n = 0. Since 0 = 3 x 0, the
number zero congruent to zero modulo three. Thus P(0) holds.

We now deal with the induction step. Suppose that k is a natural
number. Suppose that P(k) holds. Thus there are natural numbers ¢
and 7 so that k£ = 3¢+7 and 7 < 2. Adding one we find that k+1 =3/+i+1.
If i=0or 1 we are done. If i =2 then k+1=3/+3=3(¢+1) and again
we are done. Thus P(k) implies P(k + 1), establishing the induction
step.

Thus we are done by induction. 0

Solution 16.9. With notation as in Theorem 16.6, we take F'(k, () =
k+ ¢ and a = 0. This gives a function f:N — N where

e f(0)=0and
e f(n+1l)=n+1+f(n).

We compute the first few values of f.

f(0)=0

f(H)=0+1+f(0)=1
f(2)=1+1+f(1)=2+1=3
f(3)=2+1+f(2)=3+2+1=6
f(4)=3+1+f(3)=4+3+2+1=10
f(5)=4+1+f(4)=5+4+3+2+1=15

This leads us to the following.

Lemma A.2. The sum of the first n natural numbers equals @

Since f(n) is defined by recursion, we give a proof by induction.

__ (0+1)0
In the base case we have f(0)=0= (T
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For the induction step, we suppose that f(k) = W We now
compute as follows.
flk+1)=k+1+ f(k) definition of f
=k+1+ (k+ 1)k induction hypothesis
= Q(k; D) + k(k; D) common denominator
2 1
= W add and factor

Since the base case and the induction step hold we are done by
induction. O

Solution 17.6.

(1)

Suppose that S = bob1baobs ... b,_1 is a binary string of length n.
Suppose also that, for all 2 > 0 we have that b;,; is different from
b;. Then by determines by, which determines by, and so on. Thus
by determines S. Thus there are exactly two possibilities for S
either S begins 01010... or begins 10101.. ..

Suppose that F), is the set of binary strings of length n where
no adjacent bits are both zero. Suppose that f, is the number
of such strings. We now gather a bit of data.

n fn F,

0 1 €B

1 2 0,1

2 3 01,10, 11

3 5 010,011, 101, 110, 111

4 8 0101, 0110, 0111, 1010, 1011,
1101, 1110, 1111

5 13 01010, 01011, 01101, 01110, 01111,

10101, 10110, 10111, 11010, 11011,
11101, 11110, 11111

Equipped with this, we now claim that f,,s = f..1 + f, for all
n > 0. [That is, the numbers f,, are the Fibonacci numbers (with
indexing off by one).|

We prove this as follows. Suppose that F? is the set of
those strings in F,, ending with a zero. Suppose that F! is
the set of those strings in F,, ending with a one. For example,
FY ={0110,1010,1110} and F} = {0101,0111,1011,1101,1111}
contain three and five strings, respectively. Let fU = |F9| and
fl=|F}. Note that f, = fO+ f1.
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Thus, to prove that f,.o = fns1 + f, it suffices to prove that
0, =fnand fl, = fu.1. And to prove that it suffices to find
bijections F,, > F,, and Fl,, - F,,1.

Suppose that w is a binary string in F!,. Thus the final
bit of w is a 1. We delete this last bit to obtain the string w’.
Note that w’ lies in F},,;. Furthermore, every element of F,,; is
obtained, exactly once, in this way.

Suppose that w is a binary string in F?,,. So the last bit of
w is a 0. Since adjacent zeros are not allowed, the second to
last bit of w is a 1. We delete these two final bits to obtain w”.
Note that w” lies in F,,. Furthermore, every element of F), is
obtained, exactly once, in this way. 0

Solution 17.10.

(1) Suppose that n is a natural number. Suppose that g: [n+1] - [n]
is an injection. By Lemma 6.5 we have a left inverse f:[n] —
[n + 1] which is a surjection. This contradicts Theorem 17.8.

(2) Suppose that m and n are natural numbers, with m > n. Suppose
that g: [m] — [n] is an injection. Note that [n+1] is a subset of
[m]. Thus the restriction & = g[[n + 1] is an injection of [n +1]
to [n]. This contradicts (1).

(3) Suppose that n is a natural number. Suppose that ¢:N — [n] is
a bijection. Thus g is an injection. Thus h = g|[n + 1] is also an
injection. This contradicts (1).

(4) Suppose that we are given bijections from X to [m] and to [n].
By inverting and composing we obtain a bijection from [m] to
[n]. In particular we have injections from [m] to [n] and from
[m] to [n]. Thus, by (2) we have m <n and n <m. Thus m = n.

(5) Suppose that X is a finite set. Since cardinality is unique,
we may assume that X = [n] for some n € N. Suppose that
f:[n] = [n] is a function.

Suppose that f is not a surjection. Thus [n] is non-empty
(and so n > 0). Post-composing with a permutation we may
assume that n—1 does not lie in the image of f. Restricting the
codomain to [n — 1], we obtain a function f’:[n] - [n-1]. By
(1) we have f’is not an injection, and thus neither is f.

For the opposite direction, suppose that f is not an injection.
Thus [n] is non-empty (and so n > 0). Pre-composing with
a permutation we may assume that f(¢) = f(n-1) for some
¢ < n-1. Restricting the domain to [n—1], we obtain a function
f:[n—=1] - [n]. By Theorem 17.8 we have that f’ is not a
surjection, and thus neither is f. 0
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APPENDIX B. GLOSSARY

We give very short and informal explanations of some of the more
common bits of mathematical jargon.

axiom — A mathematical statement assumed to hold, without further
justification.

conjecture — A mathematical statement which is thought to hold.

corollary — A mathematical statement, following directly from a previ-
ously proved statement.

definition — A name for a mathematical object that already exists.

implication — A mathematical statement of the form “if P then )”. Here
P and @) are themselves mathematical statements called the hypothesis
and conclusion of the implication.

lemma — A mathematical statement, usually part of a larger result,
followed by a proof.

proposition — A mathematical statement, usually not as substantial as
a theorem, followed by a proof.

theorem — A mathematical statement followed by a proof.



INDEX

<&, end of definition, remark, or similar, 1
0, end of proof, axiom, or similar, 2
N, natural numbers, Notation 1.3, 1
Z, integers, Notation 8.15, 25
Q, rational numbers, 28
R, real numbers, Example 2.11, 5
C, complex numbers, 30
[n], the natural numbers less than n, Notation 1.13, 3
@, empty set, Axiom 1.8, 2
{---}, set, Notation 1.2, 1
r € X, x is an element of X, Notation 1.4, 2
x ¢ X, x is not an element of X, Notation 1.4, 2
{z e X|S(x)}, the set of x € X so that S(z) holds, Notation 2.5, 4
f(Z)={f(2)]|z¢e Z}, the image of Z under f, Definition 6.12, 19
fY(W)={xe X | f(z) e W}, the preimage of W under f,
Definition 6.13, 19
X cY, X is a subset of Y, Definition 1.10, 3
X uY, union of X and Y, Notation 5.4, 14
X nY, intersection of X and Y, Definition 5.10, 15
X -V, set-theoretic difference, Definition 5.16, 16
{z,y}, unordered pair, Axiom 4.2, 10
(z,y), ordered pair, Definition 4.3, 10
X xY, cartesian product of X and Y, Definition 4.6, 10
X2, cartesian product of X with itself, 11
P(X), power set of X, Axiom 2.2, 4
f: X =Y, function from X to Y
informal, Definition 2.8, 5
formal, Definition 4.16, 12
f(z), image of z under f, Definition 2.10, 5
Idx, identity function on X, Definition 2.9, 5
go f, g composed with f, Definition 6.2, 17
(--+), list, Notation 4.19, 12
€4, empty string over A, Definition 4.21, 13
xRy, relation between z and y, Definition 4.12, 11
[x]E, equivalence class of  under E, Definition 8.5, 23
X/E, quotient of X by the equivalence relation E, Notation 8.8, 23
qE, quotient map given by E, Notation 8.8, 23
T, F, booleans, Definition 11.2, 31
=P, negation of P, Definition 11.5, 32

Pv @, P or (@, Definition 11.6, 32
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PAQ, P and @, Definition 11.6, 32

P — @, P implies ), Definition 11.6, 32

P < (@), P is equivalent to (), Definition 11.6, 32
Vr e X, for all x in X, Notation 13.2, 38

Jx e X, there exists x in X, Notation 13.2, 38
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