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We investigate the evolution of ‘‘almost sharp’’ fronts for the surface quasi-geostrophic equation. This equation was originally introduced in
the geophysical context to investigate the formation and evolution of fronts, i.e., discontinuities between masses of hot and cold air. These
almost sharp fronts are weak solutions of quasi-geostrophic with large gradient. We relate their evolution to the evolution of sharp fronts.

In this article we study the evolution of ‘‘almost sharp’’ fronts for the surface quasi-geostrophic (QG) equation. This 2D active scalar
equation reads

D�

Dt
�

��

�t
� u�ƒ� � 0, [1]

where

u � �u1, u2� � ��
��

�y
,

��

�x� [2]

and

����1/2� � �. [3]

For simplicity we are considering fronts on the cylinder; i.e., we take (x, y) in ��� � �. In this setting we define ���1/2 that comes
from inverting the third equation by convolution with the kernel¶

��u, v�

�u2 � v2�1/2 � ��u, v�,

where �(x, y) � C0
�, �(x, y) � 1 in �x � y� � r and supp� is contained in {�x � y� � R} with 0 � r � R � 1

2
. Also � � C0

�, �(0, 0) � 0.
The main mathematical interest in the QG equation lies in its strong similarities to the 3D Euler equations. These results were

proved by Constantin, Majda, and Tabak (for more details see refs. 1–3). There are several other research lines for this equation,
both theoretical and numerical. See refs. 4–12.� The question about the regularity of the solutions for QG remains an open problem.

Recently one of the authors obtained the equation for the evolution of sharp fronts (in the periodic setting), proving its local
well-posedness for that equation (See ref. 13 for more details.) This is a problem in contour dynamics. Contour dynamics for other
fluid equations has been studied extensively (see refs. 14 and 15††).

We begin our analysis on almost sharp fronts for the QG equation by recalling the notion of weak solution. We have
Definition: A bounded function � is a weak solution of QG if for any 	 � C0

�(��� � � � [0, 
]) we have

�
�	��/���

��x, y, t��t	�x, y, t�dydxdt � �
�	��/���

��x, y, t�u�x, y, t��ƒ	�x, y, t�dydxdt � 0, [4]

where u is determined by Eqs. 2 and 3.
We are interested in studying the evolution of almost sharp fronts for the QG equation. These are weak solutions of the equation

with large gradient [
(1��), where 2� is the thickness of the transition layer for �].
We are going to consider the cylindrical case here. We consider a transition layer of thickness �2� in which � changes from 0 to

1 (Fig. 1). That means we are considering � of the form

� � 1 if y � �x, t� � �,
� bounded if ��x, t� � y� � �,

� � 0 if y � �x, t� � �,
[5]

Abbreviation: QG, quasi-geostrophic.
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where  is a smooth periodic function and 0 � � � 1
2
.

For these solutions we have the following Theorem.

Theorem. If the active scalar � is as in Eq. 5 and satisfies Eq. 4, then  satisfies the equation

�

�t
�x, t� � �

���

�

�x
�x, t� �

�

�u
�u, t�

��x � u�2 � ��x, t� � �u, t��2�1/2 ��x � u, �x, t� � �u, t��du

� �
���

��

�x
�x, t� �

�

�u
�u, t����x � u, �x, t� � �u, t��du � Error

with �Error� � C ��log�� where C depends only on ���L� and �ƒ�L�.
Remark: Note that Eq. 5 specifies the function  up to an error of order �. Theorem provides an evolution equation for the function

 up to an error of order ��log��.
To analyze the evolution of the almost sharp front, we substitute the above expression for � in the definition of a weak solution

(4). We use the notation X � O(Y) to indicate that �X� � C�Y� where the constant C depends only on ���L�, �ƒ�L� and �	�C1, where
	 is a test function appearing in Definition.

We consider the three different regions defined by the form on �. Because � � 0 in region I, the contribution from that region
is 0; i.e.,

�
I��

��x, y, t��t	�x, y, t�dydxdt � �
I��

��x, y, t�u�x, y, t��ƒ	�x, y, t�dydxdt � 0.

As for region II,

�
II��

��x, y, t��t	�x, y, t�dxdydt � O���,

because � is bounded and hence O(1), and the area of region II is O(�). As for the second term,

�
II��

u�ƒ	dxdydt � O��log����.

To see this, we fix t. We must estimate

�
�2

u�� II�ƒ	�dxdy.

Using Eqs. 2 and 3, we obtain

u � ƒ����1/2��,

Fig. 1. Almost sharp front.
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and hence u(x, y, t) � K��(x, y, t) where K looks locally like the orthogonal of the Riesz transform, precisely

K�u, v� � ƒ�	 ��u, v�

�u2 � v2�1/2 � ��u, v�
 . [6]

Because � is bounded, from the above expression for K we obtain that u is of exponential class (16), and hence

�
�2

u�� II�ƒ	�dxdy

is the integral of a function of exponential class over a set of measure �, set II. Recalling that the dual of the set of functions of
exponential class is LlogL, we obtain

�
�2

u�� II�ƒ	�dxdy � O��ln��.

As for region III, we proceed as follows.
We decompose u � uf 	 ub, where uf � K� III and ub � K�� II. Notice, then, that both uf and ub are divergence-free.
For a fixed t we have

�
III

ub�ƒ	dx � �
�2

�K��� II���� IIIƒ	�dxdy � �
�2

� IIK��� IIIƒ	�dxdy � O��log��.

Because the area where we are integrating is O(�) and the function K�[ IIIƒ	] is of exponential class, we have used the notation
K�� to denote the sum of the application of the operator to each component.

We are left to estimate the terms

�
III��

��t	dxdydt � �
III��

�uf �ƒ	dxdydt �: A � B.

The first term gives

A � �
III��

��t	dydxdt � �
y�x,t�	�

�t	dxdydt � �
y��x,t�	�

	�tdxdt .

To analyze B, fix t and consider only the space integration

�
III

�uf �ƒ	dydx � lim

30	

�
y�x,t�	�	


uf �ƒ	dxdy � lim

30	

�
y��x,t�	�	


uf 	 ���

�x
, �1�dx.

Now we look more closely to the integrand of the above expression. We have

uf 	 ���

�x
, � 1� � 	�x, y, t��

v�u,t�	�

K�x � u, y � v����

�x
, �1�dudv.

Recall the expression for K obtained in Eq. 6. Therefore,‡‡

uf 	 ���

�x
, �1� � 	�x, y, t��

v�u,t�	�

� �1,
�

�x��ƒu,v	 ��x � u, y � v�

��x � u�2 � �y � v�2�1/2 � ��x � u, y � v�
dudv

� 	�x, y, t��
v�u,t�	�

� divu,v� ��x � u, y � v�

��x � u�2 � �y � v�2�1/2 � ��x � u, y � v�,
�

�x� ��x � u, y � v�

��x � u�2 � �y � v�2�1/2

� ��x � u, y � v���dudv

‡‡We move the � that appears in K to the factor ((���x), � 1).
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� 	�x, y, t��
v��u,t�	�

��1,
�

�x����

�u
, �1�	 ��x � u, y � v�

��x � u�2 � �y � v�2�1/2 � ��x � u, y � v�
du

� 	�x, y, t���
v��u,t�	�

�

�

�u
�

�

�x
��x � u�2 � �y � v�2�1/2��x � u, y � v� � ��

�u
�

�

�x���x � u, y � v�du�.

Hence we have

lim

30	

�
y��x,t�	
	�

uf 	 ���

�x
, �1�dx ��

y��x,t�	�

�	�x, y, t��
v��u,t�	�

�

�u
�

�

�x
��x � u�2 � �y � v�2�1/2 ��x � u, y � v�dudx

��
y��x,t�	�

�	�x, y, t��
v��u,t�	�

��

�u
�

�

�x���x � u, y � v�dudx,

and hence we obtain the following expression for B.

B � �
III��

�uf �ƒ	dydxdt � �
y��x,t�	�

�	�x, y, t��
v��u,t�	�

�

�u
�

�

�x
��x � u�2 � �y � v�2�1/2 ��x � u, y � v�dudxdt

��
y��x,t�	�

�	�x, y, t��
v��u,t�	�

��

�u
�

�

�x���x � u, y � v�dudxdt.

Now, considering all contributions from all regions, we obtain that Eq. 4 is equivalent to

�
y��x,t�	�

	�x, y, t�
�

�t
�x, t�dxdt � �

y��x,t�	�

�	�x, y, t��
v��u,t�	�

�

�u
�

�

�x
��x � u�2 � �y � v�2�1/2 ��x � u, y � v�dudxdt

��
y��x,t�	�

�	�x, y, t��
v��u,t�	�

��

�u
�

�

�x���x � u, y � v�dudxdt � O���log��� � 0,

and hence we obtain the equation

�

�t
�x, t� � �

���

�

�x
�x, t� �

�

�u
�u, t�

��x � u�2 � ��x, t� � �u, t��2�1/2 ��x � u, �x, t� � �u, t��du

� �
���

��

�x
�x, t� �

�

�u
�u, t����x � u, �x, t� � �u, t��du � O���log���,

which proves Theorem.
It would be interesting to give a rigorous construction of an almost sharp front solving the surface QG equation for given initial

data  and arbitrarily small thickness �.
The problem of the evolution of almost sharp fronts considered here could be a simple model for a very interesting and hard

problem of justifying rigorously the equation for the evolution of a vortex line.
If one imagines the vorticity as a � function supported along a curve, the attempt of recovering the velocity by using the Biot–Savart

law shows a singularity proportional to the inverse of the distance to the curve. The heuristic derivations of an equation for the
evolution of the curve simply remove that singularity from the equation. The main problem faced in a rigorous derivation is that
a vortex line, as described above, fails to be a weak solution of the Euler equation.

Modifying the definition of weak solution may introduce objects unrelated to physically meaningful solutions of the 3D Euler
equation (17). Instead one could try to consider solutions supported on a very small neighborhood of the ‘‘vortex line’’ and obtain
an equation for the evolution of such a solution based on the core line and the thickness, hoping that some limit could be found
when sending the thickness to 0.

The analysis we have presented here is the analog of the proposed strategy for the surface QG equation. This equation also contains
a singularity in the velocity as we approach the front. The singularity is only logarithmic, weaker than the one in the 3D Euler equation.
Nevertheless, we hope this result might provide some insights on the vortex line problem.
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This work was partially supported by Spanish Ministry of Science and Technology Grant BFM2002-02042 (to D.C. and J.L.R.) and by National Science
Foundation Grant DMS-0245242 (to C.F.).

1. Constantin, P., Majda, A. & Tabak, E. (1994) Phys. Fluids 6, 9–11.
2. Constantin, P., Majda, A. & Tabak, E. (1994) Nonlinearity 7, 1495–1533.
3. Majda, A. & Bertozzi, A. (2001) Vorticity and Incompressible Flow (Cambridge

Univ. Press, Cambridge, U.K.).
4. Majda, A. & Tabak, E. (1996) Physica D 98, 515–522.
5. Pedlosky, J. (1987) Geophysical Fluid Dynamics (Springer, New York), pp.

345–368, 653–670.
6. Constantin, P. (1994) SIAM Rev. 36, 73–98.
7. Ohkitani, K. & Yamada, M. (1997) Phys. Fluids 9, 876–882.
8. Constantin, P., Nie, Q. & Schörghofer, N. (1998) Phys. Lett. A 241, 168–172.

9. Constantin, P., Nie, Q. & Schörghofer, N. (1999) Phys. Rev. E 60, 2858–
2863.

10. Chae, D. (2003) Nonlinearity 16, 479–495.
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